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ABSTRACT

Late Pleistocene glacial and lacustrine fluctuations preserved some of the best and most dramatic
evidence of climate change on the continents. Unfortunately, paleoclimatic interpretation of those
records has long been hampered by the mutual dependence of both hydrologic systems on
temperature and precipitation, that is — glaciers and closed-basin lakes increase in size in response to
decreased temperature as well as increased precipitation. Researchers have therefore typically relied
on uncertain assumptions about one of these vatiables in order to infer changes in the other. In this
study we show that reconciliation of glacial and lacustrine records by itself provides a means of
constraining both temperature and precipitation. This is possible because each system has different
relative sensitivity to those primary climatic vatiables. To convert the geologic record of changes in
the glacial and lacustrine records to paleoclimatic constraints, we used physically-based models of the
glacial and lacustrine systems to identify combinations of climatic conditions that could reproduce
the changes preserved in the geologic record. The glacier model is a spatially distributed snow- and
energy-balance model loosely coupled to a vertically integrated 2-D glacier flow model. It specifically
addresses the need for a model that can teproduce not only the latger, easily estimated shapes of the
last glacial maximum, but also the much more complex ice distributions of the latest Pleistocene. We
used a Thornthwaite water balance model to estimate the sensitivity of the lacustrine system to
climate change, as it is dominated by climatically induced changes in evapotranspiration and runoff.
Applying this dual-system modeling approach to the glacial-pluvial record in the Owens Valley, we
find that temperatures were ~6°C colder during the last glacial maximum (LGM) but had warmed by
about 4°C from that low by ~13 ka, well before the onset of the Holocene. More significantly, we
conclude that LGM precipitation was ptobably no more than 25 to 50% greater than today and that
the increased precipitation continued, with intermittent dry periods, until the end of the Pleistocene.
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CHAPTER 1 - INTRODUCTION

The ability to predict changes in global climate requires a thorough understanding of the
fundamental processes that control it. Our knowledge of these processes is based in part on our
ability to undetstand what has driven past changes in climate, and our ability to understand those
changes is, in tutn, based largely on our ability to reconstruct, from geological records, the histories

of the numerous climatic variables that attend, reflect and conttol climate change.

The late Quatetnaty is of particular interest to those studying how the global climate system
behaves because high-resolution proxy records of climate are available for much of that period and
because it contains many dramatic changes in global climate, including the transition from the last
glacial maximum (LGM), at ~18 ka, to the dramatically warmer, and relatively stable, present-day
intetstadial. Temperature is cleatly one of the primary variables of climate change and the spatial
distribution of changes in it is one of the primary clues to the mechanisms behind climate changes of
the past. Proxies in ice-sheet cores and sea sediments provide excellent high-resolution temperature
histories for much of the late Quatetnaty for the poles and certain ocean areas. Continental records
of climate change, by comparison, ate genetally less accurate (Stute er 4/, 1992) and typically of lower
resolution. Precipitation and temperature reconstructions for continents, for example, have been
based on packrat middens, pollen data, beetle and land snail data, soil carbonates, cave deposits, tree

rings and noble-gas paleothermometry in groundwater (Stute ¢ af., 1992).

Two soutces of geologic evidence that are of widespread interest as continental paleoclimate
records in North America are (1) the lacustrine deposits of the large pluvial lakes and (2) the glacial
deposits of the more extensive alpine glaciers that once existed in parts of the Great Basin of the
southwestern United States. During what is commonly termed the glacial-pluvial period, vast lakes
existed in many of the closed basins of the Great Basin that now contain only ephemeral lakes or

playas. At the same time, glaciers in many of the mountain ranges of the Great Basin extended many
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kilometers beyond where the present-day cirque glaciers are active. Incomplete yet remarkable
histoties of the changes in the lakes are preserved in exposed shotelines, wave-cut terraces, beach
bars and thick lacustrine mud deposits. Similar glacial histoties are preserved in abandoned glacial
trim-lines, lateral moraines and sequences of terminal moraine loops. Many geologists have examined
these deposits and desctibed their stratigraphy, chronology and relationship to other paleoclimatic
records. Typically, the deposits are summarized using a parameter that reflects the system’s response
to climatic change. For glacial deposits, this is generally the glacier’s equilibtium line altitude (ELA).
It represents the position on a glacier above which thete is net annual accumulation and below which
there is net ablation. The ELA is therefore similar to the regional snowline in that it is cleatly
responsive to changes in the primary climatic vatiables - temperature and precipitation. 'The position
of the ELA of a paleoglacier, however, is not directly preserved in glacial deposits. It must be
inferred based on assumptions about the accumulation area - ablation area ratio of typical glaciers
and the presumed 2-D extent of the former glacier. Moreover, because it responds quite strongly and
similarly to changes in both temperature and precipitation, paleo-ELAs can suggest ranges of
combinations of those variables that may have existed in the past but cannot be used to reconstruct
the specific histories of either variable independently. For the purposes of understanding the

mechanisms behind climate change howevet, it is the specific changes that we desite.

Those studying the pluvial lakes confront a similar problem. The Great Basin is charactetized by
a large number of internally drained basins. The terminal lakes in these basins collect gtoundwater
and runoff! from the surrounding landscape and achieve water balance by adjusting their surface area
so that net annual evaporation equals the net annual inflow. Today most of the lakes are small and
ephemeral but during the pluvial high stand, lake surface areas were as much as ten times the.area of

the modern lakes [Benson ¢ a/, 1990]. The parameter that best describes the response of these

1 Defined here as the dischasge of water in surface strcams, excluding artificial storage and diversion effects [Langbein,
1949).
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closed basin lakes to climate change is the combined lake surface area (LSA) of the water bodies
providing the evaporation outflow that balances groundwater and surface water inflow. This
parameter is sensitive to both temperatute and precipitation changes because temperature affects
evaporation and transpiration, and precipitation affects the rate of inflow to the lake. As such it
provides a constraint on the combinations of precipitation and temperature changes that would have
been required to produce the greatly expanded lakes but does not by itself define the specific degree

of change in each.

Within a basin that contains, or once contained, both alpine glaciers and closed-basin lakes we
can often assume that temperatute and precipitation changes are relatively uniform. Consequently
both the lakes and the glaciers in the basin respond to essentially the same climate forcing. The
response of these systems to changes in the primary climatic variables, however, is likely to be quite
different. This is fundamentally a result of the difference in how the two systems attain water
balance. At steady state, glaciers achieve water balance by moving snow accumulated at high
clevations to lower elevations whete it can melt. Evaporation and sublimation play a much smaller
role in controlling the mass balance of most alpine glaciers. Steady state in a closed-basin lake system,
on the other hand, represents a balance between basin-wide precipitation and evapotranspiration.
Because the energy required for meiting is roughly only one eighth of that required for evaporation,

glaciers should be much more sensitive than closed-basin lakes to changes in temperature.

These differences in the tesponse of the two systems to the primary climatic variables provide us
with a potentially powerful means of interpreting their geologic record. Each system by itself can be
considered to define a tempetature vs. precipitation response cutve for each glacial or lacustrine
extent. For the reasons discussed above, the slopes of these curves should be sufficiently different
that, given knowledge of the extent of both systems at a particulat time, we can use the constraints

imposed by their intersecting response curves to determine the climatic conditions that could
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reproduce each system at the obsetved state. This paper describes the implementation of that
concept, demonstrated in an attempt to determine the paleoclimatic conditions that existed in the

Owens Valley (Figure 1-1) during the last deglaciation.

A particulatly difficult aspect of determining the response of lacusttine systems to climate change
lies in estimation of the response of basin-wide evapotranspiration and runoff. For this reason,
previous attempts to reconcile the Jacustrine and glacial records have typically used independent
estimates of LGM temperature and precipitation changes to determine what basin-scale climatic
changes would have been tequired to accommodate the recorded changes in ecach system.
Brakenridge [1978] and Hostetler and Benson [1990], for example, both considered the response of
lacusttine systems in the Great Basin to an assumed temperature depression of 7° to 8°C with little
ot no corresponding increase in precipitation. Those estimates of the paleoclimate of the LGM were
based on independent analyses of regional snowline deptession in the Great Basin. Regional snowline
depression is assumed to reflect primatily a decrease in temperature when the latitudinal gradient of
the snowline index is similar to that under modern conditions. Based on evidence of the lower limit
of small glaciers in Nevada, Atizona and New Mexico, Brakenridge [1978] concluded that the
similarity in the latitudinal gradient of their distribution with that of the modern snowline and mean
annual —6°C isotherm required only a temperature deptession of 7° to 8°C. Dohrenwend howevet, in
his review of previous estimates of paleoclimatic conditions in the Great Basin, indicated that

Brakenridge’s estimate was based on an overgeneralized model of temperature distribution:

“This termperatnre model, derived from climatic data collected in Arizona and southwestern Utab,
was applied to the distribution of modern glaciers in Montana, Wyoming, and northern Colorado
in arder to estimate the mean annual temperature of the modern cirgue-glacier ELA in Arigona”
[Dobrenwend, 1984].
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Figure 1-1. Map showing location of the Owens Valley, and the drainage basins of Bishop Creek, Horton Creek and
MeGee Creek, Figure madified from that in the USGS groundwater study of Danskin [1998]. Outer black line is the
Owens Valley drainage basin boundary. Buff-colored inner region is the ground-water basin for Owens, Round, Chalfant,
Hammil, and Benton Valleys — areas outside the ground-water basin include bedrock, the Voleanic Tableland, Long

Valley, and isolated unconsolidated deposits. Thin white line is geologic contact.
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Dohrenwend conducted a more careful analysis of full-glacial cirque-floor ELAs and nivation
(frost-action detived changes in slope) threshold altitudes with modern EI.As but came to a similar
conclusion: (1) mean annual temperature in the Great Basin during the last glacial maximum was
approximately 7°C colder than at present and (2) precipitation rates were probably similar to modern.
From his comparisoﬁ of latitudinal gradients of modern versus full glacial snowline proxies,
Dohrenwend also concluded that the full glacial climate of the Great Basin was characterized “by
either a steeper north-to-south temperature gradient ot a steeper south-to-north accomulation-season

32

precipitation gradient than exists today.” His estimates of temperature and precipitation differences

during the LGM may therefore not apply as far south as the Owens Valley.

Reconstruction of both temperatute and precipitation changes from latitudinal gradients in
temperature and snowline indicators requires accurate regional scale mapping of a large number of
modern- and paleo-snowline indicators as well as detailed knowledge of the spatial and altitudinal
distribution of temperature and precipitation. Unfortunately, sufficiently detailed climatic data are
often lacking for many individual basins that may be included in such an analysis. Climatic data for
upland areas of the Great Basin are, for example, extremely limited. “Only three long-term weather
observations exist and the proximity of these stations to the Sierra Nevada limits their usefulness as
representative indicators of climatic conditions in the Great Basin™ [Dohtenwend, 1984]. Moreover,
climatic parameters ate often highly variable not only from basin to basin but even across a single
basin. Regional scale interpretations of glacial evidence are therefore typically based on, at best, mean
annual climatic norms that tend to smooth out temporal differences in precipitation and temperature

cycles that may have a large impact on the relevant energy and mass balances.

To avoid the large-scale averaging of climatic parameters necessitated by regional analyses, we
here attempt to use the combined constraints imposed by (1) a single closed basin and associated

terminal lake system and (2) an individual glacier or glaciers within the same basin for which relatively
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detailed climatologic information is available. Specifically, we apply this combined constraints
approach to the Owens Valley (Figure 1-1), at the southwestern boundary of the Great Basin. The
lacustrine system is the closed basin lake chain that begins with Owens Lake and extends, at wettest
times, to Death Valley. The glacial counterpatt we consider is the glacial record of one of the largest
tributaries of the eastern Sierra Nevada, Bishop Creek, as well as several smaller tributaries to the

Owens River.

Application of the combined constraints approach to reconstructing paleoclimate requires

1. chronologies of the changes in each system so that contemporaneous states of each ate

known for at least one time period and

2. an assessment of the sensitivity of each system to a large range of changes in the primary
climatic variables as well as to changes in other, second-order, climatic variables which

may have been different in the past.

We apply a number of different methods to recover the history of changes in the glaciers and
lakes in the Owens Valley duting the last ~25 kyr. The lakes of the Owens Valley have been studied
in detail for many years and we rely on results from many of these studies for our lacustrine
chronology. Detailed chronologies of glacial advances are considerably more difficult to establish.
Although many researchers [Birman, 1964; Sharp, 1969; Clark and Gillespie, 1997] have mapped the
moraines throughout much of the eastern Sierra Nevada using the glacial succession first described
by Blackwelder [1931] (or elaborations theteon), relatively few absolute dates are available to
constrain the timing of the associated advances. This is because relatively few methods are available
to reliably date glacial deposits and some of these are only recent developments. The most detailed
geologic records of the Sietra Nevada’s glacial history are the large lateral and terminal moraines

extending out of the mouths of many of the canyons of the eastern side of the range. Radiocarbon
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dates can be obtained in rare instances where organic materials contemporary with the moraines can
be obtained. Clatk and Gillespie [1997] managed, fot example, to date organic deposits in several
alpine lakes behind mapped Recess Peak moraines in the Sierra Nevada. In recent years cosmogenic
exposure dating methods have greatly improved our ability to date glacial features, including
moraines, erratics, and glacially polished or abraded rock surfaces [Gosse and Phillips, 2001]. The
limits of this method appeat to be primarily in its application to very old moraines — approximately
50 ka and up — whete the scatter of boulder ages is greatly increased because of the greater variance
in the weathering histories of surface boulders as etosion of the finer moraine materials continuously
exhumes ‘new’ boulders. Even here, however, there have been recent advances in our ability to
constrain moraine ages through statistical analysis of the distribution of sample ages [Shanahan ef 4/,

2000] and modeling of the crosive processes.

The most detailed chronology of glacial advances in the eastern Sierra Nevada 1s that developed
by Phillips and Plummer [Plummer and Phillips, 1996; Phillips and Plummer, in preparation] for
Bishop Creek, Horton Creek, and McGee Creek near Bishop, California, where neatly 200
cosmogenic exposure ages have been obtained on Tahoe and Tioga [Blackwelder, 1931] and younger
moraines. We therefore use the glacial record of the Bishop Creek area as the basis for our glacial

chronology of the Owens Valley.

A variety of methods have been used to estimate the sensitivity of closed-system lakes and
glaciers to climate change. For this study, we developed a relatively high-resolution two-dimensional
numerical glacier model to determine how glaciers in the various basins would respond to changes in
climate. The model combines a monthly calculation of mass and energy balance, to estimate net
annual snow accumulation distribution, with a transient 2-D, in-the-plane, ice-flow model to
determine actual shape and extent of the resultant glaciets. Because the primary geologic evidence of

the extent of the glaciers at different times is terminus position, we used terminal elevation as the
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criteria for evaluating glacier response (elevation and downvalley distance are essentially linearly
related and therefore equally useful as terminus position indicators). To analyze the sensitivity of the
closed basin lake chain to climate change, we used a Thornthwaite water balance model [Dingman,
1993] to estimate changes in evapotranspiration and runoff from the basin, a simple steady-state lake
water balance model to determine the resultant change in lake surface area and a steady-state isotopic
composition model to relate the lake water balance to isotopic records of isotopic composition of the
lakes in the basin. We use the total lake surface area within the basin as a primary measure of basin

response.

Paleoclimate studies of the Great Basin have generally focused on the geologic record of either
the glaciers or the lakes. Because of that dichotomy, we discuss some of the previous estimates of the
glacial-pluvial conditions in the Great Basin, as well as the Owens Valley, in the following
subsections that deal specifically with the geologic records of each of these systems. The following
sections of this dissertation thus discuss, sequentially, (1) the chronology of lacustrine changes in the
Owens Valley, (2) sensitivity of the lake system to changes in the climate and estitnation of a
tesponse curve in terms of lake surface area as a function of changes in the primary climatic vatiables
— temperature and precipitation, (3) the chronology of glacial advances in Bishop Creek and nearby
adjacent creeks, and (4) sensitivity of the glaciers to climate change. Finally, we illustrate how the
combined response curves help to narrow the range of climatic conditions that must have existed at
several different times during the last deglaciation and how those changes relate to other evidence of

climate change in the western United States.
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CHAPTER 2 - LACUSTRINE CHRONOLOGY DEVELOPMENT

The lacustrine chronology that we wish to interpret in terms of changes in temperature and
precipitation is that of the Owens Valley in southern California. This section describes that drainage
system, the lakes that provide evaporative outflow from it, and the evidence that we have used to

construct a chronology of changes in the lakes that accompanied the close of the last glacial period.

The Owens Valley (Figure 1-1) is an apptoximately 8,550-km? basin that occupies the southwestern
part of the Great Basin section of the Basin and Range physiographic province [Danskin, 1998]. The
basin is delimited to the west by the crest of the Sierra Nevada and to the east by the crest of the
Inyo-White Mountains. It is approximately 30 to 70 km wide and 200 km long and elevations range
from 1050 m at Owens Lake, now dry due to artificial diversions, to 4300 m at Mount Whitney, the
highest point in the Sierra Nevada. The natural discharge point for groundwater and sutface water
runoff in the Owens Valley is Owens Lake, at the extreme south end of the valley. Until the lower
Owens River was diverted from the valley to Los Angeles in 1912, Owens Lake was approximately
250 km? in area and about 9 m deep. Evaporation at the lake currently exceeds inflow and the lake is
a playa. During the glacial-pluvial period however, Owens Lake often reached its maximum depth of
~68 m and flowed over its sill at the southwestern end of the Coso Mountains. The overflow from
Owens Lake entered Indian Wells Valley to form China Lake. When China Lake reached a depth of
~8 m it spilled into Searles Valley to form Searles Lake. Searles Lake coalesced with China Lake upon
reaching a depth of ~180 m and at a depth of ~200 m overflowed into Panamint Valley to form
Panamint Lake. During periods of extreme wetness, Panamint Lake overflowed to form Lake Manly
in Death Valley, the ultimate sink fot the Owens Valley drainage, as well as that from the Amatgosa

and Mojave River paleolake systems.
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PLUVIAL RECORDS IN THE OWENS VALLEY

OWENS LAKE

In the early 1990’s the USGS obtained several core samples from the bed of Owens Lake. Data
from cote OL-92, spanning ~800,000 years, were published in GSA Special Paper 317. Subsequently
Benson ¢7 4/, [1996] conducted continuous high-resolution sampling of cores OL84B, OL90-1 and
OL90-2, each approximately 30-m long. Physical and chemical data obtained from those cores
included total organic and inorganic carbon, magnetic susceptibility, and carbon and oxygen isotope
composition. The cotes span the period from 12.5 to 55 thousand radiocarbon years before present
and each 5- to 6-cm long sample represents from about 10 to 40 years of sediment deposition,
depending on the sediment accumulation rate. The 6180 of the carbonate precipitated in the lake
(Figure 2-1) is essentially a record of the isotopic composition of the water over time (fractionation
during the precipitation process is approximately 30%o [Benson ¢f 4/, 1996] and only weakly sensitive
to temperature). The 8180 record of the lake provides an indirect measure of the ‘relative wetness’ of
the Lake. It represents a balance between the liquid inputs and outputs to the lake and their
composition and evaporative enrichment of the heavier isotopes. During periods of closure,
evaporation plays a dotminant role in the water balance of the lake and the lake becomes highly

entiched in the heavier isotopes. In contrast, when the lake is overflowing the lake teands toward

lighter 3180 values.

The Owens Lake record presents a clear history of a long relatively wet period, with 880 in the
range of ~18 to 25%., followed by a period of closure begjnning at ~10,000 radiocarbon years B.P.
and continuing to the present. Within the overflow period are numerous semi-cyclic variations in
composition with periods of one thousand to several thousand years and a magnitude generally less
than 4%o. The variation appeal.:s to be smaller during the closed period but as the duration of that

record is much shorter, this observation is uncertain. Relatively continuous high-frequency changes
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in composition exist throughout the record, with a magnitude of up to 6%o, and the magnitude of
these changes appears latger in the earlier, wetter, part of the record. An apptroximately 1,800-year
hiatus in the record begins slightly before 15,500 radiocarbon years B.P. and ends at ~13,700
radiocarbon years B.P. Clearly the lake level receded below the level of the core site during that time
and Benson [1996] suggests that the entite lake desiccated during that period. The hiatus 1s followed
by an abrupt and dramatic increase in wetness beginning at ~13,300 radiocarbon years B.P. and

essentially continuing until the onset of the Holocene at ~10,000 radiocarbon years B.P.
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Figure 2-1. Oxygen isotope record of core OL-90 Owens Lake, California for the last 55 ka. Left ordinate
asis is composition of carbonate; right-band ordinate is inferred composition of the water from which the
carbonates precipitated, assuming a water lemperature of 15°C. Modified from Benson ¢t al. [1996].

SEARLES LAKFE

Throughout most of the Pleistocene, Searles Lake was the terminal basin for the ancestral
Owens River [Smith and Street-Perrott, 1983], and although Searles Take overflowed several times
duting the last ~130,000 years, the downstream lake in Panamint Valley never expanded to much

more than a fraction of its maximum area [Smith, 1987]. Numerous studies have examined the
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layered matls and salt deposits that were deposited during repeated filling and evaporation cycles in
Seatles Lake, and the stratigraphy of the lakebed deposits is summarized elsewhere [eg Stuiver and
Smith, 1979; Smith, 1987]. Lacustrine deposits dating from the last ~25 ka include, from the top
down, the Overburden Mud, Upper Salt, and Parting Mud. The latter two units represent a relatively
deep lake that subsequently evaporated, while the Overburden Mud appears to have been formed by
sediment washing in from the sides of the basin. Radiocarbon ages on the deposits generally indicate
that the latest full period in Searles Lake began about 23,000 years B.P. and ceased about 10,000 years
ago [Benson ef al, 1990]. The Upper Salt unit represents only a small fraction of that time, having
been precipitated in as little as 100 years, and the Overburden Mud was deposited after ~9700 years
B.P., by a series of shallow, intermittent lakes produced by local runoff [Benson et «i, 1990].
Additional information about the chronology of Seatles Lake is drawn from tufa samples from the
shoteline at the Seatles Lake spill-over level (~695 m elevation) and from lacustrine sediments
exposed at Poison Canyon, on the western edge the lake, that correlate to the Parting Mud unit.
Based primarily on that correlation, Smith [1987] summatized the chronology of lake level
fluctuations in Seatles Lake as shown in Figure 2-2A. Recently Lin ¢ 4/ [1998] obtained new
radiocatbon dates and U-Th isochron dates for the Poison Canyon outcrop and shoreline tufa
deposits. Of the dates presented in that paper, we consider the pre-reservoir-cotrected radiocarbon
ages the most reliable (Lin ez 2/, 1998 - Table 1). These dates, shown with the original Smith [1987]
chronology in Figute 2-2A, suggest that the last high stand in Seatles Lake (Poison Canyon Unit C)
occutted at approximately 12-13 ka radiocarbon. This is roughly consistent with the timing of the last
petiod of very light stable isotope ratios in Owens Lake (Figure 2-2B). Based on the new radiocarbon
dates of Lin ¢z a4/, [1998] and the sedimentology of Poison Canyon Units B and C, we present Figure
2-3 as an approptiately tevised version of Smith’s [1987] radiocarbon chronology of lake level

fluctuations in Searles Lake.
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Figure 2-2. (A) The Searles Lake chronology of Smith [1987] shown with the radiocarbon dales of Lin et al.
[1998] for Poison Canyon Units B and C (circles) and tufa at the spill level (square). The radiocarbon dates
indicate that the last high stand of Searles Lake occurred at ~12 to 13 ka. (B) The Owens Lake stable isotope

record of Benson et al. [1996].
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Figure 2-3. Inferred lake level changes in Searles Lake for the late Pleistocene. Squares vepresent radiocarbon-dated
samples of layered lacustrine sediments found in the southern end of Searles Valley [Smith, 1987; Benson et al., 1990].
Corresponding interpretations of lake-level fluctuations based on sediment type and stratigraphy are shown with symbols.

Although of lower resolution than the Owens Lake record, an oxygen isotope record has
also been obmained from Searles Lake. Phillips e o/ [1992] measured isotopic composition of a set of
discontinuous samples from the 693-m section of core KM-3 of Searles Lake bed. The core was
sampled at one- to two-foot intervals in an attempt to vield a sampling frequency of approximately
one sample every one to two thousand years. The period of that record corresponding to the high-
resolution Owens Lake recotd is shown with the Owens Lake data in Figure 2-4. Because sample
ages in this portion of the Searles record are only poorly constrained, direct comparison of specific
features of the two records is probably not warranted. Compating their overall features, the most
striking difference between them is that the Searles 8'%0 values are virtually all about 15%0 more
entiched than the Owens Lake values. This is a consequence of the sequental enrichment process

that occurs in the lake chain as the total lake surface area expands to accommodate ‘wetter’ climate.
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Precipitation rates are extremely low and potential evapotranspiration rates very high in the extremely
arid region to the south of Owens Lake. As a consequence the downstream lakes receive virtually no
runoff from their drainage basins, even under significantly colder or wetter climate [Smith and Street-
Perrott, 1983]. Inflow to those lakes therefore occuts only when the closest lake upstream overflows.
Inflow to China/Searles Lake is therefore primatily overflow from Owens Lake, which is entiched by
evaporation to some degree even when the lake is overflowing. The enrichment process in Seatles
Lake therefore begins with more enriched water and in turn, when it overflows, provides a more

entiched statting point for Panamint Lake.
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Figure 2-4. Stable isotape composition records of carbonates in Owens Lake (black line) and Searles Lake
(cirches and gray line).
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INTERPRETATION OF STABLE ISOTOPE RECORDS

The stable isotope records of the lakes can be used to infer lake surface area histories if suitable
equations relating the inputs and outputs to the lake and their composition can be solved for inflow
and evaporation rate. This requires solution of the coupled, time-dependent, water-balance and

isotope-balance equations.

The water balance of a closed basin lake can be described symbolically as

AV (B, E VA ()4 (By — )4y (2)

7 +(G, -G,), Eq21

out

where 7= lake volume,
7 = time,
Pr = Precipitation rate over lake surface,
Py = Precipitation rate over drainage basin,
Ei. = Evaporation rate from lake surface,
Ep = Evapotranspiration rate from drainage basin,
Ar. = Area of lake sutface at elevation z,
Ap = Atea of drainage basin when lake surface is at elevation 2,
G1 = Groundwater flow into lake,
Go = Groundwater outflow from lake and
O = Outflow over sill.

If the groundwater contribution is minor, equation 2-1 can be simplified to

arv
m"d-;- = (PL B EL )AL (Z) + (PB - EB )AB (Z) - Qout : Eq 22

The differential equation describing the isotope balance of a closed-basin lake, neglecting the

groundwater contribution, is

do
—EIL =0 .5171 +(PL ‘5P ) '5E)AL(Z)_Q01M "0, Eq. 23

where ;= rate of inflow to the lake from the basin, i.e. (Ps — Ep)-Agp,
O, = 1sotopic composition of inflow from basin,
Pr, = precipitation rate over lake surface,
Op = isotopic composition of precipitation,
Ep = evaporation rate from lake surface,
Je = isotopic composition of evaporating watet,
Ar = area of lake surface,
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Que = tate of outflow over sill and
dL. = isotopic composition of lake water.

The equations describing the isotopic composition of water removed from the lake via
evaporation were desctibed by Craig and Gordon [1965]. Their equation for the composition of lake
evaporate, adapted to include a term representing the degree to which air over the lake is modified by
evaporation from the lake itself [Hostetler and Benson, 1994; Gat, 1995], is
air (6‘ + A(C,')

_ab, - hfs
£ (1- 1)+ Ac ’

where Oz = isotopic composition of evaporating water,
o = equilibrium isotopic enrichment factor,
01, = isotopic composition of lake,
b = relative humidity of ambient air,
f= fraction of air over water coming from beyond lake surface,

O, = isotopic composition of water vapor in ambient air,
&* = equilibrium isotopic enrichment factor, and
Ag = kinetic isotopic enrichment factor.

Solution of the coupled water balance and isotope balance equations is simplified if the
observations of isotopic composition can be assumed to represent steady states or near-steady states
of the system. This can be assumed if both the response time for isotopic changes in the system and
the sampling interval are both much less than the variations in the forcing function. Otherwise a

transient analysis of the data may be necessary.

The response time for changes in isotopic composition depends, in part, on whether the lake is
closed or overflowing. When the lake is closed, the response time for volume changes also
determines the isotope balance response time and can be determined from the water balance
equations. The analytic solution to equation 2-2, assuming no outflow from the lake and written in

terms of maximum lake depth, z, is [Hosteteler, 1995]

2=z, (OHA-e™), Eq. 2-5
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aA/ele

where k = Ee is the net evaporation rate from the lake sutface (Er — Pr), and 84/ is

nel ?

the relationship between sutface area, depth, and lake volume determined by the geometry of the lake

A1
0Ajéz E,

basin. The time constant fot this exponental equation is 1/k, ot . The rate of response

of the lake to changes in the water balance is thus a function of the surface evaporation rate and the
shape of the lake basin. The response time is inversely proportional to the ‘shallowness’ of the lake
basin; steepet-walled basins requite latger changes in storage to produce a given change in surface
area and thus respond more slowly to a change in water balance. Response time is also inversely
propottional to the evaporation rate. For a given surface area at steady state, a low evaporation rate
implies a low inflow rate. As the filling time for a piven change in volume is a function of the
magnitude of the imbalance between inflow and evaporation, the time required for the same relative

increase in lake surface area is greater when the evaporation rate is low.

For all practical purposes, changes in lake volume occur only when the lake is not overflowing,
Evaporation rates in Owens Lake and the downstream lakes during periods in which lake volume
was changing would likely have been similar to those today, ~1.3 - 2 m yr! [Phillips ez a2/, 1992].
Lakes in the Owens Valley system are typically very shallow; the historic, pre-irrigation depth in
Owens Lake was ~9 m and at periods of overflow the lake was approximately 68 m deep [Gale,
1914]. Based on the above analysis, these evaporation rates and area-depth data from Phillips ez al
[1992], the response times for the lakes in the Owens Valley are on the order of 50 years or less, even
with a 50% decrease in the net evaporation rate. This is only slightly larger than both the sampling

interval and the period represented by each sample of the Owens Lake record of Benson ez a/. [1996].

We estimate the response time for isotopic balance adjustments via a finite-difference lumped
parameter model of the coupled water and isotope balance equations (Appendix A). A hypothetical

step-function perturbation of the lake inflow rate is input to the model for a single lake and the
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response of the lake surface area and isotopic composition observed through time. The model was
parameterized using topographic and isotopic data from the Owens Valley. Figure 2-5 illustrates the
response of the lake for three scenatios in which inflow to the lake is doubled. The response time for
changes in isotopic composition is essentially the same as that for adjustments in the lake water
balance, less than 30 yearts in these scenarios. This is consistent with <100-yr isotope tesponse times
observed by Hostetler and Benson [1994] in simulations of Pyramid Lake using a one-dimensional
thermal, water and isotope balance model. The changes in 6180 associated with transients in the lake
water balance are all of similar magnitude in these examples, approximately 4%o to 6%o. The response
for a lake that remains closed is, however, only a temporary change in the 820 of the lake, reflecting
the tempotary change in the ratio of evaporation to inflow. The other perturbations result in

asymptotic approaches to new steady states.

The response time for isotope balance in the Owens Lake suggests that a steady-state solution to
the coupled water balance and isotope balance equations is reasonable when the period of changes in
3180 is greater than 200 years. As most changes in the Owens Lake record appear to have a period of
at least 1000 years, we used a steady-state analysis to estimate changes in inflow rate to Owens Lake

from the record.
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OWENS LAKE

Parameters required for solution of the steady-state isotope balance equations in tetms of inflow
tate include the average relative humidity, evaporation rate and sensitivity of evaporation to
temperature, and the isotopic composition of lake precipitation, basin runoff and vapor in the
ambient air. Our estimates of the modern values of the various model input parameters, and the
cotresponding data soutces, are summarized in Table 2-1. We estimated that the isotopic
composition of the cortesponding vapor would be within ~2%o of regional precipitation. Because of

the low relative humidity, however, the model is quite insensitive to the latter parameter.

Patameter Value Source
Precipitation 8130 ~-12%o Friedman e ¢/, 1992
Inflow 8180 ~-16%0 Williatms and Rodoni, 1997
dE/dT ) 10 cm (°C-yr!) | Smith and Street Perrott, 1984
Reladve Humidity 20% — 30% Duell [1990] and Nat’l Weather Service
Ambient vapot 8180 ~-18%s to -14%o '

Table 2-1. Estimates of modern values for varions parameters needed to calculate the water balance and
isotope balance of Owens Lake. The references list sources for the estinated values.

The steady-state equations can be used to produce a curve of isotope composition as a function
of inflow rate. Figure 2-6 illustrates the isotopic composition of Owens Lake as a function of the
annual inflow rate to the lake, normalized to the estimated historical, pre-irrigation runoff rate. The
relationship assumes a constant evaporation rate (~1.3 m yr!) and inflow composition and a
precipitation rate that is weakly proportional to changes in the inflow rate, reflecting an assumed
amplification in the runoff response to precipitation [Wigley and Jones, 1985]. We also assume that
the model parameters desctibed in Table 2-1 remain constant, though changes in those parameters
would attend large changes in the regional precipitation. For inflow rates for which the lake is closed,
the steady state isotopic composition is essentially identical (close to -2%o) because the balance
between evaporative enrichment and replacement is roughly the same in each case (the slight

differences in steady-state composition for the closed lake are the result of differences in the ratio of



the inflow to the net precipitation on the lake
27 surface). When the lake is overflowing
-6 1 however, the steady-state isotopic

-10 1 composition is a non-linear function of the
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Figure 2-6. Calentated steady-state composition of Omwens asymptotically to  approach  the inflow

Lake as a junction of relative average annual inflow

(normalized to modern inflow). composition. When the lake is barely

overflowing, the composition is close to that of the closed-basin condition but highly sensitive to the
inflow rate, as the relative importance of evaporative entichment decreases with increasing flow rate.
At extremely high inflow rates, the lake becomes essentially a wide spot in the river, its composition
begins to approach that of the Owens River, about -16%o, and the relative sensitivity to inflow rate is

greatly reduced.

Figure 2-6 demonstrates that the steady state model is relatively insensitive to changes in inflow
when the lake is closed. This supports the idea that the high-frequency variations in the Holocene
portion of the Owens Lake isotope record are the result of transient events in the lake’s water
balance. We therefore apply the §teady—state model to infer past inflow rates only for the period

before 10,000 radiocatbon years B.P., when the lake appeared to be nearly always overflowing.

Conversion of the steady-state isotopic composition of lake-precipitated carbonate to inflow rate
requires some assumption about water temperature, evaporation rate and the relationship between
precipitation and lake inflow for the petiod of interest. Here we assume evaporation is proportional

to saturated vapor pressure of the ambient air and consider two different paleotemperature

assumptions for interpretation of the pre-Holocene 8180 record. Assuming that temperatures during



the glacial-pluvial period were probably on the order of 4 to 8 degrees coldet, we considered two
scenarios of uniform temperature decrease that bracket that range. Changes in isotopic composition
are likely to have accompanied temperature changes in the basin. Winograd [1992] obtained an
excellent record of changes in 880 from calcite precipitated in a conduit supplying a spring in the
Amargosa Desert, Nevada. That record, which covers the period from ~550 to 50 ka, suggests
that 880 values were frequently about 2% lighter during glacial periods than during interstadials. We
therefore assumed a maximal decrease of —=2%o for the —8°C scenario and half that change for the —
4°C scenatio. In this preliminary analysis of the isotopic response of the lakes to climate change, we
make no attempt to effect these changes to the system in a realistic way. Rather, we consider them
more in terms of the overall sensitivity of the system, applying the changes uniformly across the

entire 8180 record to examine the implications for the relative inflow inferred from it.

Using the steady-state isotope balance and the contemporaneous changes mentioned above, we
inferred a relative inflow history for the lake from the isotope record of Benson ez a/ [1996] (Figure
2-7). Together with the hiatus in latter tecord, suggesting a desiccation event, the inferred inflow
history suggests that rather large variations in the inflow rate have occurred over the last ~50,000
yeats, ranging from less than the historic, pre-irrigation, rate (during desiccation) to 3 to 4 times that
rate at about 12,000 radiocatbon years B.P. The relative inflow rate depends significantly on the
assumed temperature of the calculations, as lower temperatures imply decreased evaporation in the

model.
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Relative inflow rate

Combined lake
surface area (10° m?)

Radiocarbon age (kyr)

Figure 2-7. Inferred relative inflow history for Owens Lake (upper graph) and combined lake surface area
history (lower graph) for the Owens Valley lake system based on the Owens Lake 8*O record of Benson
et al. [1996]. Black lines assume an 8°C decrease in temperature and a 2%o decrease in 8°0 for
precivitation and ranoff. Gray lines assume a 4°C decrease in temperature and a 1%o decrease in 8°0 for
precipitation and rungff. Doited lines in lower graph show cumulative lake surface area when China Lake
(lower line) and Searles Lake (upper line) are at their sill levels.

SEARLES LAKE

When inflow to and precipitation on Owens Lake exceeds the evaporative capacity of that basin,
Owens Lake overflows and supplies flow to a series of downstream lakes. Fach lake in the
downstream chain thus receives more isotopically enriched inflow than its upstream lake, and
isotopic composition is increasingly entriched with distance downstream. We can estimate the
compositon of a hypothetical calcium carbonate precipitate in each lake by assuming the whole
system is effectix.fely at steady state and including outflow from each lake in the mnflow to the next
lake downstream. The composition of the carbonate in the lakes is typically about 30%. greater than
that of the water, due to fractionation during the precipitation process. Figure 2-8 illustrates how the
sequential enrichment process might affect the composition of carbonates in the lakes in the Owens

Valley system as a function of runoff to Owens Lake. At lower inflow rates to Owens Lake, all of the
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lakes are closed and each receives only local runoff. As runoff composition is assumed to be similar
throughout the area, so is the closed-basin 80 value for each system. When a lake receives only a
small amount of overflow from an upstream lake, its composition reflects a mixture of that water and
that of local precipitation on the small lake surface. The influence of the isotopic composition of rain
on the lake is felt only at low inflow rates, however. At higher rates, when the lake is still closed, its
8180 reflects only evaporative entichment of outflow from its upstream lake, which is lighter as flow

rates increase in the system. The abrupt end to the China Lake curve indicates the level at which it

coalesces with Searles Lake.
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Figure 2-8. Calenlated steady-siate isotopic composition of carbonate in lakes downsiream from
Owens Lake a5 a function of relative inflow rate to Owens Lake (inflow rate normalized to modern
inflow rate). Evaporation rate and isotopic composition of precipitation and local inflow to each lake
are assumed to be the same as at present. Runoff from: basins below Owens Lake is assumed
negligible.

We can use the relationship between inflow at Owens Lake and composition of the downstream

lakes to estimate the 8180 values of carbonates that would be precipitating in Seatles Lake based on

the inflow history we infer from the Owens Lake record. The Searles Lake 3180 data is from analysis
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of dolomite and other precipitates (principally gaylussite) in core KM-3 and has been normalized to
dolomite composition using a relative relationship established by analysis of both minerals. Dolomite
is assumed to preserve the original 880 signal of the lake, with 880 levels enriched according to the
inetal-watet fractionation factot for precipitation of dolomite [Phillips ¢ @/, 1992, 1994]. Applying
that assumption to the steady state lake model however results in an inferred Searles Lake
composition that is considerably heavier than the measured values. It may be that the dolomite
preserved, unaltered, the signal of the calcium carbonate from which it is presumably derived. The
inferred composition record based on that assumption is a relatvely good fit to measured values
from cote KM-3 (Figure 2-9), although as mentioned previously, sample ages in the Searles Lake
isotope record are only pootly constrained. The largest discrepancies between the two curves are a
seties of very light values (30 — 35%0) in the KM-3 record between ~28 and 18 ka. These

amomalously light values do not correspond to an apparent increase in wetness in Owens Lalke.

LAKE LEVEL CHRONOLOGY OVERVIEW

Figure 2-10 summarizes the available lake chronology data on a calendar age timescale using the
radiocarbon correction data of Stuiver ¢z 4/ [1998]. The most direct evidence of the lake surface area
chronology is from radiocarbon dates on marls and tufa deposits from Poison Canyon [Lin ef a/,
1998], while the best-dated record is the isotope record from Owens Lake [Benson e¢f 4/, 1996]. Our
interpretation of the timing of the last major pluvial event, that appears to exist in each record, is

based on the chronology of Benson ¢ @/ [1996] for Owens Lake.
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Figare 2-9. (A) Oxygen isotope composition of carbonate from Owens Lake core OLI0 [Benson ef al. 1996];
Dotted line indicates the assumed dividing line for a closed versus overflowing Owens Lake; (B) oxcygen isotope
vecord for dolomite from Searles Lake core KM-3 [Phillips et al, 1992]; (C) calcuiated composition for
dolomite in Searles Lake based on the inferred inflow bistory for Owens Lake (Figure 2-7) and (D) same as C
but with the assumption that the diagenetic processes that produced dolomite did not alter the original caleinm
carbonate isotope signal.
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Figure 2-10. Comparison of lake level indicators in the lake system of the ancestral Owens River: () oxygen isotope
records from Searles Lake, (B) elevations of marls and tufa deposits dated by Lin et al. [1998], (C) estimated combined
lake surface area history inferred from (D) the Owens Lake isotope record. The biatus in the Owens Lake record and
periods of closure are also shown in C. Thick gray lines indicate our interpretation of the last wet episode in each record.
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From these data and our reinterpretation of Smiths’ [1987] radiocarbon chronology (Figure 2-3)
we summatize the calendar-age fluctuations of the surface elevation of Searles Lake, which effectively
mitrots the degtree of overflow from Owens Lake, as follows. Alternating wet-dry conditions existed
in Seatles Lake throughout much of the late Quaternary, from at least 40,000 until about 16,000 years
B.P. Matls from Poison Canyon unit B deposits indicate that Searles Lake was large but not near its
sill at 19 ka, and Stuiver and Smith [1979] concluded that Searles was also periodically overflowing
duting and prior to the last glacial maximum. The hiatus in the Owens Lake record and age
difference between units B and C at Poison Canyon indicates that a very dry period occurred
sometime between the last glacial maximum, at ~18 ka, and the last major pluvial period in Searles
Lake that began just after 16 ka and ended at ~13 ka. This last episode appears to have occurred in
two pulses. In the second pulse, as evidenced by tufa preserved at the spill level, Searles Lake
overflowed into Panamint Lake, though not enough to form a very extensive lake in that basin. At
~13 ka, following the last overflow period in Searles Lake, the water level in Searles Lake declined
rapidly but the basin continued to contain a significant lake until ~10 ka. The presence of the
Overburden Mud“indicates that duting at least the eatly Holocene, conditions were still significantly

wettet than at present.
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CHAPTER 3 - CLOSED BASIN LAKE SENSITIVITY TO CLIMATE CHANGE

Having established a lake-surface area history in the Owens Valley, we now wish to relate that
history to the climatic changes that may have attended it. We accomplish this using a model that
describes how the various elements of the closed-basin water balance interact with climate. These
interactions include changes in vegetation, runoff from the cétchment area, soil and groundwater
storage, and lake-atmosphere exchanges. In some arteas, tectonic and other local, non-climatic factots
may also effect changes in lake volume or surface area. For simplicity many previous studies in the
Great Basin have focused primarily on the lake-atmosphere exchange, specifically the sensitivity of
evaporation to temperature [Antevs, 1952; Galloway, 197()'; Benson, 19806; Hosteteler and Benson,
1990; Hosteteler, 1992]. Others have incorporated climatic effects on runoff through non-physical
models of the relationship between basin, climate and runoff [Mifflin and Wheat, 1979]. Physically-
based approaches to estimating basin runoff response, such as those applied to African paleolakes
Chad [Kutzbach, 1980] and Tanganyika [Bergonzini [1997], have generally been neglected in the

Great Basin.

Because there are many potentially important interactions between climate and basin water
balance parameters, it is not a simple task to sort out which are the first-order effects. In choosing 2
model, we first review those studies that bear on the relative importance of the various interactions.
Due to its dominance in the literature, we consider first the sensitivity of lake evaporation to

temperature.

SENSITIVITY OF LAKE EVAPORATION TO TEMPERATURE

At steady state, net annual evaporation from the lake surface in a closed-basin equals the
combined inflow from surface-water and groundwater discharge, and precipitation on the lake.

Changes in the evaporation rate ditectly alter the water balance and require an adjustment in lake size
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to restore steady state. Evaporation rate is a function of temperature, humidity, windspeed,

cloudiness and possibly other climatic variables. Several authors have attempted to estimate the

temperature change necessary to produce the large lakes of the pluvial period based primarily on the

associated reductions in lake evaporation. The estimates vary widely, ranging “from as little as 4.5° F

(Antevs, 1952) to as much as 20° F (Galloway, 1970)” [Mifflin and Wheat, 1979]. Using a lumped-

parameter energy balance analysis of closed basin lakes, Benson [1986] concluded that this effect had

been vastly overestimated:

“In former studies (for example, Galloway, 1970), great emphasis has boen placed on decrease of
evaporation rate due to air-temperature reduction. However, the sensitivity analysis showed that
evaporation rate does not change when both Ty and Ty, are reduced by equal amonnts.”

Different methods can be used to estimate the sensitivity of evaporation to changes in air

Saturation vapor pressure curve

0 10 20 30
Temperature (C)

Figure 3-1. Saturation vapor pressure curve for wafer.
Reduction in the evaporation rate dus fo decreased
temperature can be estimated from the coincident decrease in
the satwration vapor pressure. Upper dotted line indicates
vapor pressure at the mean annnal air temperalure at Owens
Lake. Lower dotted line indicates the reduction in vapor
pressure corvesponding to a 5°C decrease in lemperature.

temperature. Consider the driving force for
net evaporation - the vapor density
gradient between the surface of the lake
and the ambient air. The vapor density of
the air at the lake sutface can be assumed
to be at the saturation vapor pressure for
its surface temperature. The vapor density
of the surrounding air can be calculated
from its temperature and relative humidity
(RH). If the air and water are at the same
temperature, the difference in vapor

pressure between the air and water at any

temperature is simply (1 - RH) multiplied by the saturation vapor pressure. For constant RH, the
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vapor pressure difference is given by the slope of the saturation vapor pressure curve (Figure 3-1)
times the change in temperature, The saturation vapor pressure at the average annual temperature at
Owens Lake (approximately 15°C) is about 1.7 kPa and the slope of the saturation vapor pressure
curve neat that tempetature is slightly less than 0.1 kPa K-1. Because of the shape of the saturation
pressure cutve (Figure 3-1), the reduction in the vapor pressure gradient (and, consequently,
evaporation) is about 5.6 percent per degree C. Under these conditions, unless the vapor pressure
gradient is negligible, equal changes in both air and water temperature always produce a change in
evaporation rate. This suggests that Benson’s [1986] conclusion that evaporation rate is unaffected

when reductions in air and lake-surface temperature are equal is incorrect.

The above analysis assumes identical lake-surface and air temperatures, but there is usually a
contrast between lake-surface temperature and air temperature, especially on a seasonal basis.
However, if we assume that this contrast remains essentially constant then the change in evaporation
rate due to a temperature change of the system is essentially the same as before (Figure 3-2). Only in
cases where the combination of temperature contrast and temperature change tends to produce
identical vapor densites in the ambient air and at the water surface does the lake-air temperature
contrast increase the sensitivity of evaporation to temperature. In general, regardless of the
temperature contrast between the two bodies, the change in evaporation as a function of temperature
change is relatively constant, producing about a 28% decrease in evaporation for a 5°C decrease in

temper ature.
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Figure 3-2. Relative change in evaporation rate as a_function of femperature changes from a water surface initially at
15°C. Heavy black solid line reflects no temperature contrast between air and water temperatures. Dotled lines
represent conditions where air femperature is 5°C warmer than water lemperature and RH is 33% (upper doited
line} or 66% (lower dotied Kne). Dadot lines represent conditions where air temperature is 3°C cooler than water
temperature and RH is 33% (upper dadot Kine) or 66% (lower dadat line, masked by black line). When the air is
cooler than the water and RH 5 relatively high (lower dotted line), changes in lemperature can maRe the vapor
densities of the twa bodies approach the same value. Under those conditions, very small temperature changes can lead
to large reductions in evaporation rate as the evaporation rate approaches zero.

Another means of estimating the change in evaporation rate that might result from a change n
temperature is from analysis of modern evaporation rates in closed-basin lakes at different
temperatures. Mifflin and Wheat (1979) compared evaporation rates collected from studies of lakes
throughout the Great Basin. These data “suggest no more than about 7.2 inches of variation in
annual evaporation within a range of 6° latitude.” They attribute most of the variation to temperature
variation associated with changes in altitude. Their data suggest that evaporation from a body of
water at the elevation of Owens Lake (~1200 m) would dectease at a rate of approximately 13.7 %
per 1,000 feet increase in altitude. Assuming a lapse rate of about 3.5° I per thousand feet, that is
about a 4% change per degtee F, or about 6%/°C - nearly identical to that calculated from simple

physical principles. Benson [1986] also observed a relationship between tempetature and evaporation
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rate among lakes in the Great Basin but concluded that the relation was not a valid means of
estimating sensitivity to temperature change because it did not include analysis of the total energy
balance of those systems. Those data display a trend of about 0.09 m yr? change in evaporation rate
per degree C. For Owens Lake, where the historical evaporation rate is approximately 1.27 m yr*
[Smith and Street-Perrot, 1983] that is ~7% per °C, again quite similar to the estimate from both the

simple physical approach and the regression analysis of Mifflin and Wheat [1979].

This simplistic analysis does not include the potential effects of changes in the cyclical variation
of watet and air temperature, nor possible changes in cloud cdve'r, relative humidity, lake depth, ice
cover and a number of other parameters. It is unlikely however that such effects would have led to
substantially larger changes in evaporation rate. The available lake records indicate that the lakes in
the Owens Basin, and in many other areas of the Great Basin expanded to at least 3 to 5 times their
present surface areas duting the pluvial period. Given that even a 10°C decrease in temperature
would yield only about a doubling of lake surface area by depressing evaporation, it is likely that the
larger patt of the relative increase in wetness of the pluvial period was due to factors other than

evaporation supptession associated with reduced temperatures.

Hostetler and Benson [1990] used a combined thermal and water balance model to examine the
response of pluvial Lake Lahontan under the ~7°C cooler climate suggested by Dohtenwend [1984].
In combination with the assumed temperature depression and a 43% increase in cloudiness inferred
from global circulation models of the full glacial climate, they found that the mean annual surface
temperatute of the lake would be ~7°C colder and lake evaporation in the basin would be reduced by
approximately 43%. To produce the Lahontan highstand under such COﬂdiﬁOIllS would require a
380% increase in mean annual discharge to the lake. If seasonal ice-cover were to exist on the lake
and further suppress evaporation, highstand conditions would still require a 260% increase in runoff

[Hostetler, 1991]. These runoff increases are significantly larger than the calculated increases in lake
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surface area that would result from evaporation suppression, and the needed runoff increases would
be even larger if the temperature depression during the LGM was less than 7°C. Hostetler and
Benson [1990] thus demonstrated that changes in basin runoff are likely the dominant mechanism
for changes in lake sutface area in the Great Basin, unless temperature reductions were much greater

even than 7°C.

BASIN RUNOFF SENSITIVITY TO CLIMATE CHANGE

Mifflin and Wheat [1979], in a comprehensive study of the pluvial lakes and climate of Nevada,
tecognized the importance of runoff in contributing to the greater lake-sutface area of the period,
concluding “pluvial climatic conditions were cleatly conducive to more runoff reaching the lower
parts of many of the closed basins in Nevada” They estimated pluvial period runoff using a
summary of the reladonship between basin-wide mean annual precipitation, temperature (time-
weighted by amount of precipitation), and runoff. This relationship was originally described by
Langbein [1965], based on measurements in ~25, arid to humid, basins in the United States (Figure
3-3). Extrapolating somewhat beyond the original data, they noted that in the modern Great Basin,
whete 15 inches of precipitation at 50°F (10°C) yields only 1 inch of runoff, a temperature decrease
of 10°F (to 50°F) would lead to about 2.5 inches of runoff. That implies that a 6°C decrease in
temperatute could mote than double runoff. The curves suggest that runoff is even more sensitive to
precipitation; the same 250% increase in runoff (17 to 2.5”) would occur if basin-wide mean annual
temperature remained constant (40°F) and the basin-wide mean annual precipitation increased from

15 inches to 20 inches.
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mean annual femperature (time-weighted by amonnt of precipitation) from runoff measurements throughout the
United States. Dotted Knes and guestion marks indicate where the data were extrapelated beyond the
measurements. { From Mifflin & Wheat, 1979 [modified after Langbein, 1949]}

The Langbein cutrves suggest that modest decreases in temperature and/or increases in
precipitation can cause dramatic changes in runoff. This provides a possible explanation for the fact
that the pluvial lakes were much larger than can readily be explained by suppression of lake
evaporation. Although it is likely that changes in runoff played a dominant role in creating the much
latger lakes of the pluvial petiod, the studies of Langbein [1949, 1962] and Mifflin and Wheat [1979]
do not provide a compelling physical explanation for the assumed sensitivity to temperature and
precipitation. In addition, while the curves may represent valid relationships between runoff,
temperature and precipitation among modern basins, it is not clear that they tepresent a valid means
of determining the likely response of runoff to climate change. The factors that create the observed

relationship between temperature, precipitadon and runoff under the existing climate may not have
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any bearing on that relationship for an earlier climate, or even for a single basin under the existing

climate.

A number of investigators have attempted to assess the potential impact of climate change on
streamflow in the Great Basin. While these studies generally focused on the potential mmpact of
climatic warming, their results can give us some insight into the processes that control runoff in arid
basins, the likely direction of change resulting from changes in temperature and precipitation and

possibly the relative magnitude of those changes.

Flaschka e al. [1987] applied a water-balance model similar to that described by Thornthwaite
and Mather [1955] to four watersheds in Nevada and Utah to assess the effects of hypothetical
climate change on streamflow in the Great Basin. They calibrated the precipitation and temperature
sensitivity of their models using histotical records of precipitation, temperature and streamflow, and
then used the model to predict the effects of moderate changes in temperature and precipitation.
Their results suggest that annual streamflow on the West Fork Carson River would increase by 40%
if temperature declined by 2°C and precipitation increased by 25% (Figure 3-4). These results are
similar to the analysis of Mifflin and Wheat in that they suggest that streamflow is very sensitive to
both temperature and precipitadon. The magnitude of the response predicted 1s, however,
dramatically less than that described by Mifflin and Wheat, whose model suggests that a 33% increase

in precipitation could tesult in a 250% increase in runoff in much of the Great Basin.
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Jeton and Smith [1996] used a process-oriented precipitation-runoff hydrological model, PRMS
[Jeton and Smith, 1993], to estimate streamflow sensitivity to climate for the North Fork American
River, a tributary of the Sacramento River. Seasonal distribution of precipitation there is similar to
that in the Bishop Creek region. Their results (Figure 3-5) indicate that basin streamflow displays a

sttong dependence on precipitation but virtually
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Figure 3-5. Simulated stream flow responses to uniforn
change scenarios in the N. Fork American River Basin
(sub-basin of the Sacramento River), showing percent
streamflow change as a function of changes in mean
temperature and mean precipitation. Simulations are for

climate runs with the PRMS model ([Jeton et al,
1996]. ET is higher - closer to the annual maximum in

conditions, potential SET is lower but the spring

snowtnelt occurs when the energetic potential for

solar radiation, and the near-annual-maximum temperatute, reached in June.

'The magnitude of the PRMS-modeled streamflow response to precipitation was similar to that of
Flaschka ef a/. [1987], with streamflow increasing only slightly more than precipitation. With no
temperature change, a 20% increase in precipitation produced about a 30% increase in streamflow. In
a review of this and other modeling studies of streamflow response in the Sacramento Basin, Risbey
and Entekhabi [1996] concluded that the basin hydrological models generally indicate that while

streamflow timing is sensitive to temperature, stteamflow amount is sensitive only to precipitation.
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Several studies have used annual regression models and historical data to estimate the sensitivity

of streamflow to climate change. Duell [1994] developed models of streamflow response in the

American, Carson and Truckee River basins, California and Nevada by regressing 1961-1991

streamflow data on temperatute and precipitation. Those models demonstrate sensitivity of runoff to

both temperature and precipitation, with the latter variable explaining at least 80% of streamflow
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Figure 3-6. Runoff response (%o change) to
changes in mean annmal precipitation  and
temperature based on Duell’s [1994] regression
models of the historical record,

vatiability. The magnitude and direction of the observed
responses to temperature and precipitation are similar to
those of Flaschka ez 4/ [1987], but sensitivity for basins on
the east side of the Sierra was lower than that for the Notth
Forlt American River, on the warmer, lower west side
(Figure 3-6). With a 2°C decrease in temperature and a 25%
inctease in precipitation, streamflow increases 102% in the
North Fotk Ametican River but only 22% in the Fast Fork
of the Truckee River basin. Streamflow response to
tempetature is also different for east-side versus west-side
basins. May mean temperature has a direct relation on
annual streamflow for all the high-elevation basins and the
significance of this relationship was greater than that
between mean annual temperature and streamflow. In
addition, while runoff in the west-side basins decreased with
temperature, it increased with temperature in the east-side

basins. Duell posited that high early-season temperatures

reduce sublimation and evapotranspiration by causing the snowpack to melt earlier, when the

enetgetic potential for evapotranspiration is lower. Duell’s regression also demonstrated that

temperature was not a significant variable when only the coolest and wettest years were considered.
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temperature change (°C)

He suggested that this was in part due to the smaller variation in temperatures during those years and

in part because evapotranspiration is small relative to runoff during the coolest and wettest years.

Risbey and Entekhabi [1996] petformed a regression analysis of streamflow, temperature and
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Figure 3-7. Contour plot of percentage sireamflow change as a
Junction of percentage precipitation  change and lemperature
departure for the Sacramento Basin. Changes are with respect to the

long-term means, calcnlated from annual means for

streamflow and

precipitation, and from winter means for temperature. From Risbey

and Entefehabt [1996].

precipitation in the Sacramento

Basin, California. Their analysis also

showed a strong relationship
between precipitation and
stteamflow  but  virtually  no

dependence on temperature?,

They
suggest that the regression model

applied by Duell [1994]

overestimates streamflow response

to  temperature.  Risbey  and

Entekhabi [1996] also noted a non-

linear relationship between precipitation and streamflow; for larger precipitation increases, the

increase in streamflow becomes larger than the increase in precipitation. They explain this

nonlinearity as the result of changes in soil moisture storage. “A larger fraction of the precipitation

becomes runoff in wet years when the ground is wetter and the snowpack volume is larger. As the

saturated area of the basin increases in wet years, the amount of runoff relative to precipitation

increases.”

In summary, studies of the sensitivity of modern runoff to interannual changes in temperature

and precipitation generally suggest greater sensitivity to the latter and a slight amplificaton of

2 Although they used winter means as a temperature index, Risbey and Entekhabi [1996] noted that using annual mean
temperatures would have made little difference in their results.



precipitation changes in runoff response. Response also seems to vary significantly with basin type
and elevation. It is not clear, however, to what extent the magnitude of the runoff sensitivity
observed in these studies would apply to larger and more permanent climatic changes. It seems likely
that year-to-year changes in soil moisture storage may accommodate a significant fraction of the
changes in recharge that occur over short timescales and around the mean value, as, for example,
increases in recharge one year replace storage losses that occurred in a previous drought year. The
climatic sensitivity that is displayed in interannual variations in runoff may thus be a significantly

damped version of the sensitivity to more permanent changes in climate.

Basin runoff depends on type and distribution of vegetation; amount, timing and form of
precipitation; soil type and thickness; depth to bedrock; surface slope and a host of other factors.
These factors make the relatonship between climate change and runoff a complicated one not easily
subject to prediction. Nonetheless, as C.W. Thornthwaite recognized as early aé 1948 [Thornthwaite,
1948], a fundamental control on runoff is the relationship between potential evapotranspiration and

precipitation. We illustrate the importance of that relationship with two hypothetical examples.

If evapotranspiration within a basia is primarily water-limited rather than energy-limited, changes
in precipitation may result in roughly proportional changes in evapotranspiration. Precipitation over
desert areas, for example, is often small and the productivity of the xerophytic vegetation in those
regions is typically limited by availability of water. Under these conditions, a small amount of runoff
may occur, depending on geologic, topographic and other factors, but the plants use most of the
precipitation that falls. An increase in precipitation might therefore result in only a very small
increase in the annual runoff, as plant productivity increases might use as much of the additional
water as they do of the base amount. If the fraction of the additional water used is the same as that of
the base amount, the runoff coefficient (runoff divided by total precipitation in the basin) is

unchanged and the increase in runoff is directly proportional to the increase in precipitation. If, on
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the other hand, the dominant vegetation is energy-limited, then increases in evapotranspiration will
likely not be proportional to increases in precipitation because insufficient energy is available to use
the additional moisture. In that case, a larger fraction of the additional precipitation will exit the
basin as runoff and the net increase in tunoff will be greater than the increase in precipitation. In an
analysis of the potential impact of increased atmospheric COz on future' runoff, Wigley and Jones
[1985] explored the sensitivity of runoff to changes in evapotranspiration and precipitation
mathematically, We review that analysis here to illustrate why runoff in arid basins such as the Owens

Valley might be very sensitive to long-term changes in precipitation.

As Wigley and Jones [1985] point out, the relative increase in basin runoff due to a change in
climate depends largely on the coincident changes in evapotranspiration. Evapotranspiration, £7, is a
function of many not necessatily independent factors, including, for example, energy and moisture
availability, area and type of vegetated cover, and atmospheric CO;z concentration. In this analysis, we
summarize these effects in a single equation that relates £7" under the new climate to that under the
initial climate, ETp;

ET = p(T,P)ET,, Eq. 3-1
where S(T,P) is a coefficient whose value is a function of the temperature and precipitation of the

new climate. The ratio of the new annual runoff, R;, relative to the initial runoff rate, Ry, 1s given by

- B(1—
_Rl /RO =w: Eq. 3-2

Yo

where Rz initial annual runoff amount,
R; = new annual runoff amount,
a = precipitation rate normalized by the modetn rate,
B = the coefficient S(T,P) normalizes ET by FTj, and

¥p = the initial runoff coefficient.

Equation 3-2 illustrates that the relative runoff rate (Ri/Ry) is greater than 1 only by the increase in

3-14



precipitation when the relative change in evapotranspiration equals the relative change in
precipitation (ie. f=a). At the other extreme we can consider increases in precipitation without
increases in evapottanspiradon. The sensitivity of runoff to precipitation is given by

OR /Ry 1
—1 = Precipitation increases without cotresponding increases in evapotranspiration are

da Yo
thus amplified in runoff, particulatly in basins where the initial runoff coefficient is small. With an
initial runoff coefficient of 15%, similar to that of the Owens Valley, a 20% increase in precipitation
can potentially increase runoff by 200% (Figure 3-8). Relative sensitivity to changes in precipitation

and changes in ET is given by

(R, /R,)
1
= Eq 3-3
O(R,/Ry) 1-y,
op
3 This shows that runoff is always more
Lo sensitive to precipitation and that relative
&:_8 2471 0 +30%
g : e sensitivity is greater for larger values of the
T OL8| 420% e
g e S initial runoff coefficient.
£ 12 FIUTE v m e e r e
k]
L . .
w~ 0.6 10% The equations of Wigley and Jones
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Figure 3-8. Relative amount of runoff (normalised to initial
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change tn evapotranspivation but an increase in precipitation . )
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interannual changes in temperature and precipitation:

Bla,ATY = (1+a-AD)1+ bl 1)) Bq. 3-4
As before, ais the average annual precipitation notmalized to its present value, AT is the difference
from the modern mean annual temperature, and @ and b are fitting parameters describing relative
sensitivity to temperature and precipitation, respectively. Using this equation and the runoff
relationships described.by Wigley and Jones [1985], we used multivariate regression to find the
parameters & and b that provided the best fit to the runoff-temperature-precipitation relationships

observed by Duell [1994] (Figure 3-9).

EAST FORK CARSON RIVER \\ \‘\ \'km {0 *w,n N

\\\ \\ \\\\ .
A\ \ \ N % \“

CHANGE IN TEMPERATURE [*C)
Lo )

2¢

1 1.1 1.2
Relative precipitation (P/Pg)

Figure 3-9. Comparison of Duell’s regression-model contonrs of percent change in runoff (left) with those for a sinmple
runoff response caleulation using the equation deseribed in the text (vight). The latter calculation assumes that
evapotranspiration increases by ~2.5% per degree C and. is proportional to precipitation by a factor of ~0.8.

The best-fit values of the fitting parameters suggest that evapotranspiration in the East Fork Carson
River basin increases by 2.5% per degree C and that it is proportional to precipitation by a factor of
~80%. This capacity to absotb increases in precipitation via ET is therefore significantly gteater than

the ability of the basin to evapotranspire precipitation incident on the basin; the basin’s runoff
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coefficient is about 40%?. A similar analysis of the modeling results of Jeton ¢ g [1996] for the N.
Fork American River suggests that about 70% of increased precipitation is evapotranspired in that
basin. The modetn day runoff coefficient in that basin is about 60%?2. Thus, at least for the range of
precipitation changes seen in the historical record, evapotranspiration changes in both of these basins

seem to neatly equal the year-to-year changes in precipitation.

Studies of modern precipitation — runoff relationships in. the southwestern U.S. generally
demonstrate that precipitation changes are magnified in runoff, even for the magnitude of changes
seen at the interannual time-scale. Temperature and precipitation changes associated with significant
climatic events are likely to be, if not larger, at least longer-lasting, In a very atid basin like the Qwens’
Valley, such changes could significantly alter the basin’s runoff coefficient. The mathematical
relationships described by Wigley and Jones [1985] demonstrate that such changes could make the
system very sensitive to climate, providing a possible physical explanation for the highly sensitive

precipitation-temperature-runoff relationship described by Mifflin and Wheat [1979].

From the above analysis it is clear that accurately estimating the response of runoff to climate
depends critically on correctly estimating the associated changes in evapotranspiration. The difficulty
of that task is exacerbated by the fact that, even in a modern basin water balance, it is difficult to
accutrately determine the role of ET. The following paragraphs summatize details of the modern
water balance in the Owens Valley and the changes in evapotranspiration that might accompany

climate change.

3 This figure is based on runoff and precipitation data presented in Duell [1994].



WATER BLANCE AND CLIMATIC SENSITIVITY OF THE OWENS VALLEY

The area of the Owens Valley is approximately 8550 km? and ptecipitation falling on the basin
amounts to about 2900 million m? yr!, Based on historical records of lake surface area and estimates
of annual evaporation rate at the lake, the natural inflow rate to Owens Lake is estimated at ~410
million m? yr! [Smith and Street-Perrott, 1983]. Data from the USGS indicate that modern outflow
from the basin, including both aqueduct flow and river flow reaching Owens Lake (but not including
watet diverted from the Mono Lake basin) is ~414 million m? yr!. Assuming the system is roughly at
equilibrivm under modern conditions, this suggests that evapotranspirative losses from the basin
today ate quite similar to those of the natural, preirrigation era. Dividing the net discharge from the

basin by the observed total precipitation yields a valley-wide runoff coefficient of about 14%*

Considering the basin as a2 whole, we can conservatively estimate the runoff increase due to an
increase in precipitation by assuming that ET is ditectly proportional to precipitation but
proportional to temperature only by 6% per degree, similar to that predicted for open water
evaporation in the Owens Valley region [Benson, 1986). The resultant relative runoff (Ri/Ro)
tesponse contours (Figure 3-10A) display sensitivity to temperatutre and precipitation but without the
precipitation amplification that is obsetved even in yeatr-to-year runoff vatiations [Risbey and
Entekhabi, 1996]. Evapotranspiration rate is, howevet, unlikely to be directly proportional to
precipitation, particulatly in the wetter portions of the basin where most of the precipitation is winter
snowfall. Increases in precipitation in those ateas would tend to greatly increase the spring runoff
peak and provide little oppottunity for the vegetation to use the additional moisture, As a high-end
estimate of the poteﬁﬁal runoff increase due to climate change, we might therefore assume that all

ET in the basin is water-limited and fixed at its present annual rate. The resultant runoff response

4 For comparison, the runoff coefficient for the Nile River, Egypt, is about 10% [Wigley and Jones, 1985].
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curves for this scenario are shown in Figure 3-10B. Runoff increases in this scenario are highly

amplified, with as litde as 20% increase in precipitation resulting in a 500% increase in runoff.

’ ’ R
5 A / Lo
e ] 1o J j
% P a L f P
©
|
@
g |

Ak 4 o A g
8 : ' d I 150 w2

. 10

= ;
S .64 6
4]
£ /
© ) ;i ; : 4 L ! %

R 3 Lt & i 4 15 T R V]

§ i ] i 8‘ i 1 il

5 5

1 3 3 4 w1 a 3 - 4

RelAGEBYSHRIRSIRIF MR HIRP,) ReB&RIFRIBREIN R P,)
Figure 3-10. Hypothetical response of runsff in a closed basin to changes in precipitation (Po=modern precipitation
rate) and temperature. Contonrs are rungff normalized to present-day runoff. Initial runoff cosgfficient is 0.14. Fignre
A sllustrates relctive change in runoff asswming that ET increases equal precipitation increases. Fignre R iflustrates
respouse assuming that E'T responds only to terperature.

Clearly the problem with this simplistic analysis is that even if climate changed uniformly across
the basin, it is highly unlikely that changes in ET would be uniform. In order to consider better the
potential effects of climate change on the runoff that reaches Owens Lake, we subdivided the basin
into regions that have substantially different charactenistics and would be expected to respond
differently to climate change (Figure 3-11). To simplify caleculation of their water budgets, the areas
generally correspond to regions described by the USGS in their study of the groundwater system of
the Owens Valley [Danskin, 1998]. The four regions include the Owens Valley groundwater basin (as
delineated by the USGS and shown in Figure 1—1),;;)r alluvium; the Sierra Nevada mountains; the

Inyo-White mousntains; and the ripatian area of the Owens River.
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Figure 3-11. Elevation map of the Owens Valley based on the USGS GLOBE digital elevation model dataset
(left) and subdivisions of the baiin (right) separated by water-balance characteristies. The alluvial valley area is as
defined by the USGS study of the groundwater system of the valley [Danskin, 1998).

We calculated runoff coefficients for the basin subdivisions, or subbasins, using a combination
of (1) discharge measurements and estimates reported by Hollet e a/ [1991], (2) PRISM>
precipitation maps developed by Daly ez a/ [1994] and (3) GIS-based calculation of subbasin areas.
Total precipitation and runoff estimates for the subbasins and the entite Owens Valley are

summarized in Table 3-1.

5 PRISM (Parameter-clevation Regressions on Independent Slopes Model) is an expert system that uses point data and a
digital elevation model (DEM) to generate gridded estimates of climate parameters (Daly e af., 1994).
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Total
Mean annual precipitation Total Runoff
Area precipitation orinflow dischargecoefficient
(km?) rate (cmyr’)  (miyr)  (miyr) (%)

Sierra Nevada Mountains  2.84E+03 55.8 1.48E+09 5.71E+08 39
Inyo-White Mountains 2,39E+03 277 6.62E+08 1.32E+07 2
Alluvial basin 3.51E+03 19.5 6.85E+08 3.70E+06 1
Subbasin Subtotal 8.55E+03 343 2.82E+09 5.88E+08 21
Riparian area ~5.0f 5.88E+08T 4.10E+08 70
Owens Valley 33.0 2.84E+09 4.10E+08 14.4

Table 3-1. Summary of precipitation and discharge data for the Owens Valley and subbasins considered in
this study. 1The runoff coefficient shown for the riparian area is caleulated differently than for the other
subbasins; its precipitation term inchides discharge from the other subbasins.

SIERRA NEVADA REGION

Runoff from the Sierra Nevada is the largest soutce of water for the Owens River. Total
discharge from gaged and ungaged streams in the Sierra Nevada is about 571 million m? yrt.
Approximately 40% of that water recharges the groundwater system by infiltration through the
alluvial fans after exiting the mountains [Danskin, 1998]. A small portion of the remainder
evapotranspires from the riparian area along the streams between the mountains and the Owens
River; the remainder recharges the Owens River directly. Total precipitation over the Sierra Nevada
is approximately 1500 million m? yr* and the runoff coefficient for the area is ~40%. Calculations for
separate tributary basins in the region indicate that the runoff coefficient is quite variable in the
mountains. Runoff coefficients for Bishop Creek and Horton Creek, for example, are relatively high
- ~60% to 65% - while those in Coyote and Rawson Creeks, just east of the Bishop Creek drainage,
ate between 35% and 40%. Runoff from many of the other tributaries must therefore be
considerably lower to offset higher values in large drainages such as Bishop Creek, which by itself

provides nearly 30% of the total mountain runoff in the Owens Valley.

The Sierra Nevada provides most of the water that is discharged to Owens Lake. Estimates of
basin-wide runoff response to climate change are thus most sensitive to its response. As Jeton ¢/ a/.

[1996] pointed out, there are competing effects in the response of runoff to climatic changes. Under
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cutrent conditions, a large fraction of the annual precipitation in the Sierra Nevada occurs as
snowfall. Most of the water available for ET is therefore available only when the snow melts. As that
tends to occur ovet a relatively short season, only a small fraction of the snowmelt is available to the
local vegetation. Because the overall distribution of the average winter snowpack would not be
significantly altered by changes in precipitation alone, increases in precipitation would probably not
effect large increases in ET. The runoff coefficient for these areas would thus increase with

precipitation.

The effect of decreased temperature is more difficult to estimate. Decreased temperature would
tend to extend the winter snowpack to lower elevations. Under present conditions, most of the
annual precipitation occurs in the winter even at the lower elevations where most of it is in the form
of rain rather than snow. While many types of vegetation are dormant during the winter, coniferous
fotests may be capable of using a large amount of winter precipitation. Conversion of the rain in
those areas to a seasonal snowpack would probably decrease the time over which the precipitation is
available to plants and the seasonal snowmelt peak might also exceed the storage capacity of the thin
mountain soils, thereby tending to maintain, rather than increase, the annual ET from those areas. At
the same time however, temporary storage of that precipitation as snow might increase ET in the
downstteam tiparian area, by making it available in the spring, when available energy is greater than

in wintet.

Growth of glaciers in the Sierra Nevada might also have a significant effect on ET in the
mountain basins. The area occupied by glaciers in the Bishop Creek drainage during the LGM was
substantial. Only a small fraction of the ice on the glacier itself reaches the atmosphere via
sublimation and evaporation. The area occupied by glaciers would otherwise be occupied by riparian
vegetation in the main stream channel and a combination of brush and trees on the slopes above the

stream not occupied by bedrock. Glaciation of these areas would decrease ET and increase their

3-22



runoff coefficient considerably. The runoff coefficient in the Bishop Creek basin is today about 0.65
and the area of glaciers in the basin is an insignificant part of the total area. During the Tioga
maximum, however, the Bishop Creek glacier occupied about 80% of the watershed. If the runoff
coefficient for the glaciated portion of the basin is 90%, the runoff coefficient for the full drainage
basin could have effectively increased to ~85% from the modern value of ~65%. Clearly this is a

potentially important means of increasing the runoff coefficient in glaciated areas.

INYO-WHITE SUBBASIN

The Inyo-White mountains subbasin also includes the Volcanic Tableland, notth of Bishop and
the Inyo and White mountains that form the eastern boundary of the valley. Runoff from this area
stands in marked contrast to the Sietra region. The total precipitation incident on the area 1s about
660 million m? yr! but the estimated runoff from its gaged and ungaged tributaries is only 13 million

m? yrl, yielding a runoff coefficient of about 2%.

Precipitation in the Inyo-White range is considerably lower than the potential ET in the region
and increases in precipitation would likely result in concomitant increases in ET. In contrast to the
Sierra Nevada side of the basin, few petennial streams discharge from the Inyo-White range and field
evidence suggests that the situation was not significantly different in the past. While snow does fall
on the higher parts of the range during the winter, most of that either sublimates or melts off and
infiltrates to be lost by evapotranspiration. Given the aridity of the region and the lack of evidence of
significant stream drainage from the area in the past, it seems likely that ET changes in the region
would be proportional to incteases in precipitation. Since the runoff from this region is already
extremely low, errors in estimating the response of this region should have little effect on the overall

response of the basin.
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ATLUVIAL VALLEY SUBBASIN

The alluvial basin includes the valley floor and areas of alluvium extending to the bedrock
contact with the mountains. Hollet e a/ [1991] report that precipitation slightly exceeds
evapotranspiration over the alluvial basin, producing a small net recharge to groundwater through the
alluvium and volcanic deposits. Total precipitation incident on the alluvium is approximately 690
million m? yr! and the USGS estimates that only a small portion of that, about 3.7 million m? yr,
reaches the water table. As vety little precipitation and virtually no recharge occurs through the valley
fill under present conditions, the overall water balance of the basin is not particulatly sensitive to this
contribution. Even a faitly substantial increase in the runoff coefficient for the area would provide

only a very small increase in the amount of water reaching the Owens Lake.
OWENS RIVER AND RIPARIAN AREA

Both mountain ranges and the alluvial basin discharge, via surface water or groundwater, to the
Owens River, and under natural conditions the only losses from the river ate to evapotranspiration in
the riparian atea along the tiver, evaporation from Owens Lake, and groundwater undetflow out of
the basin to the south. Undetflow is reportedly a small component of the overall basin water balance
[Danskin, 1998], and undetflow into the basin nearly balances underﬂo& out of the basin. We ignore

underflow in this analysis.
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Total discharge of sutface water and groundwater that should leave the system via the Owens
River is approximately 590 million m3 yr1. Of that, approximately 410 million m? yr! appeat to have
reached Owens Lake during historical times. This implies that about 180 million m? yt! are
evapotranspired in the tiparian area. Based on the evapotranspiration measurements of Duell [1990]
and earlier lysimeter studies, Hollet ¢ 24 [1991] estimated that the evapotranspirative loss from the
riparian area between Pleasant Valley Reservoir and the aqueduct intake below Tinemaha resetvoir
(~37°00° N latitude) is about 140 million m? yr'. We assume that the difference in the residual-based
estimate and the ~30% lower direct estimate of evapotranspiration represents the loss that would
occur in the area between the aqueduct intake and Owens Lake. A runoff coefficient for the valley

floor (essentially the riparian area of the river), calculated as the ratio of annual river discharge to

10 total annual inflow (precipitation plus
g 2 4 A L
g g inflow from sutrounding subbasins), is thus
z
g 7 .
@ about 70%. Since the source for most of the
g © -
= 3 water reaching the riparian area is the winter
g 4
g 3 snowpack in the Sierra Nevada, the overall
iy
2 . .
| L runoff coefficient for the Sierra Nevada
1 1.5 2 2.5
Fractional change in precipitation might be beiter estimated as the product of
— RR=15%
""" RR =30% the runoff coefficients for the two areas,

Figure 3-12. Increase in runoff as a function of increased
precipilation (assuming o change in evapotranspiration) for
@ basin with an initial runoff ratio of 15% (s0lid kine) and
one with an initial ranoff ratio of 30% (dotred line).

apptroximately 30%. Use of this value for
the initial runoff coefficient and the
assumption that ET increases only slightly in response to increased precipitation might provide fairly

reasonable estimates of the basin-wide runoff response.

Figure 3-12 illustrates runoff response to precipitation assuming no change in evapotranspiration

for basins with runoff coefficients of 15% and 30%. The former value represents the actual basin-
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wide runoff coefficient and the latter a coefficient for the Sierra Nevada and Owens River riparian
area together, without the alluvial valley and Inyo-White Mountains. With the higher runoff
coefficient, runoff increases of 2 to 5 times the existing runoff requite precipitation increases of 30%

and 220%, respectively. These changes are on the order of those described in Figure 3-3.

MODELED RUNOFF AND LAKE RESPONSE

Having established the importance of the climatic sensitivity of runoff to the water balance of
closed-basin lakes, we used a vatiety of models to examine both basin-rmnoff and lake-evaporation
effects on lake level response to climate change. In each, we limit our consideration of potential
climate effects to changes in the primary climatic variables - precipitation and temperature. Several
previous studies have considered the effects of cloudiness and other secondary climatic variables on
lake evaporation and lake surface area in the Great Basin [Benson, 1986; Hostetler and Benson,
1990]. Results of those studies setve to emphasize the importance of runoff in producing the greatly
increased lake sutface area of the pluvial period. They have not, however, presented a plausible
explanation for the dramatic increases in runoff that appear to have occurred throughout the Great
Basin. In this study, we focus on exploring the basic nature of the relationship between climate and
runoff, and how that relatonship affects the sensitivity of the lakes along the ancestral Owens River.
We recognize however, that secondaty climatic variables like cloudiness and wind speed may have
significant effects on any system involving a balance between inflow and evapotranspiration. If the
models developed in this study provide a satisfactory explanation for the greatly increased lake
sutface area of the pluvial petiod, furthet studies will probably be required to incorporate secondary

climatc effects.

In interpreting lake sutface area variations with a steady-state lake evaporation and basin runoff

response, we assume that changes in storage that might be effected by a perturbation in the water
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balance ate either negligible or that those changes occur more rapidly than the timescale of the
changes of interest. In this study, it appears that lake levels often remained at relatively constant
levels for hundreds to thousands of years. Evidence from the USGS’s studies of the groundwater
system in the Owens Valley indicates that both of these assumptions are probably valid for the
timescalg of interest here. This is primarily because groundwater in the Owens Valley is controlled to
a large extent by sptings, seeps, evapotranspiration, and surface water features [Danskin, 1998] that
act as hydraulic buffers on groundwater levels in the unconfined aquifer. Danskin [1998] emphasizes
the exceptional impottance of these features in understanding the operation of the hydrologic system
in the Owens Valley. “These buffers adjust the quantity of water exchanged with the aquifer system
and effectively minimize vatiations in water-table altitude. The widespread presence of hydraulic
buffers is the primary reason the water-table altitude beneath the valley floor has remained relatively
constant since 1970 despite major changes in the type and location of ground-water discharge.” Even
where changes in the groundwater system are effected, the system appears to be capable of adjusting
on a timescale of decades or less. In considering alternative water management options for the valley,
including changes in groundwater pumping, Danskin [1998] notes that the “highly transmissive and
narrow aquifer system will transmit the effects of pumping to other sensitive areas of the valley
within a couple of years.” We conclude that the Owens Valley hydraulic system does not introduce a
significant time-constant issue in our analysis of the large-scale (in terms of both time and lake size)

variations of the hydrologic changes in the glaciers and lakes duting the last deglaciation.

LUMPED-PARAMETER, REGIONAL WATER BALANCE APPROACH

As a first cut at estimating the sensitivity of the Owens Valley lake system to climate, we consider
a simple, lumped-parameter annual water balance model, but with the several regions of the basin
treated sepatately. Runoff from each region is calculated from mean precipitation, temperature and

an estimated evapotranspiration response function. Evapotranspiration reduction via temperature
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depression is assumed to be proportional to the corresponding reduction in the vapor pressure
gradient, assuming constant reladve humidity and a minor contrast between water and air
temperature. Inflow to the riparian area includes runoff from the Sietra Nevada, Inyo-White range
and groundwater basin. Direct precipitation in the ripatian area is thus a minor component of its

water balance.

As a conservative estimate of the incteased runoff resulting from increased precipitation, we can
assume that the runoff coefficient is constant and affected only by temperature. Increases in runoff
are then directly proportional to changes in precipitation and the only additional runoff is that
detived from suppression of evapotranspiration from the lake and basin. Figure 3-13A illustrates the
response of lake surface area to changes in precipitation and temperature under this assumption.
Seatles Lake is believed to have been overflowing at ~18 ka, which implies a corresponding
cumulative lake surface area of ~17 x 108 m2 The lumped parameter model under these conditions
of greater temperatute sensitivity indicates that this would not happen without at least a doubling in

precipitation unless temperatute is depressed by at least 7°.

The assumption of a constant runoff coefficient does not appear reasonable for the Sierra
Nevada. As an alternative, we consider the possibility that evapotranspiration in the Sierra Nevada
uses only half of any increases in precipitation. We assume a similar ballpark estimate for the riparian
area, where we posit two primary, and competing, effects on evapotranspiration. First, increases in
discharge to the riparian atea would, in part, simply create increased flow rates in the main trunk
stream, which would allow little opportunity for vegetation to remove the additional water. Second,
increased discharge might increase groundwater levels in the valley floor and theteby increase the
width of the riparian areas, which would increase evapotranspiration. Figure 3-13B illustrates the
lake surface area response under these assumptions. With only those two relatively minor and

reasonable assumptions about the likely response of evapotranspiration to climate change, we
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obsetve a rather dramatic change in predicted response of the closed basin lake system. The
sensitivity to precipitation is greatly increased and now the minimum temperature depression that
could yield a full Searles Lake with less than a doubling of precipitation is only 5°C. This again
emphasizes the importance of the relationship between evapotranspiration and climate on the

sensitivity of runoff and, in particular, the high sensitivity of runoff to precipitation in arid basins.

Temperature change {°C)

Relative precipitation rate Relative precipitation rate

Figure 3-13. Cumulative lake surface area contours for the Owens Valley (10° n’) as a function of changes in nean
annual temperature and precipitation. Plot A assumes that evapotranspiration is directly proportional to precipitation
and proportional to temperature in a manner predicted by the saturated vapor pressure curve. Plot B assumes the same
conditions except for in the Sierra Nevada and riparian area of the Owens River where evapotranspiration increases are
ondy half of the corresponding precipitation increase.

THORNTHWAITE WATER BALANCE MODEL

The lumped parameter model provides a reasonable means of illustrating the sensitivity of the
system to different assumptions but may be of little use in evaluating the likelihood of those
assumptions. The range in calculated lake surface areas demonstrated in these examples illustrates
that lake surface atea 1s highly sensitve to basin runoff and response of runoff to climate change. As
an alternative means of estimating changes in runoff that might result from climate change we
developed a Thornthwaite water balance model for the Owens Valley [Dingman, 1993; Thornthwaite
and Mather, 1955]. The model is essentially 2 monthly accounting of the moisture available to the
vegetative cover in the basin and the resultant amount evapotranspired, requiring monthly records of

temperatute, precipitation, potential evapotranspiration and soil moisture storage. Our formulation
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of the model is based largely on that desctibed by Alley [1984] and summarized by Dingman [1993].
Flaschka e a/. [1987] applied a similar model in a study of runoff response to global warming in four
basins in Nevada and Utah. They found it generally sufficient for predicting observed streamflow

response to interannual temperature and precipitation changes.

Most of the runoff in the Owens Valley comes from snowfall in the Sietra Nevada, so changes in
snowcover may strongly influence the annual water balance. Recognizing the potential importance of
snowcovet in the interannual variation of runoff, Flaschka ez 4/ [1987] tested their model with and
without a component that calculated the amount of snow in the basin. They found that inclusion of
this effect had virtually no effect on how well the model fit the historical record. This suggests that
the impact of interannual vatiations in snowcover on evapotranspiration is either too small to have
an appreciable effect on annual ET or that streamflow response to that effect is averaged over a
longer time-scale. On the other hand, large changes in the thickness and extent of seasonal and
permanent snowcover will occur if the climate changes significantly. We therefore incorporated

snowfall, snowmelt and snow evaporation in the model.

The monthly water balance is calculated for each cell in a gridded domain defined by the
drainage basin of the Owens Valley. The nominal cell size of the digital elevation models used is
approximately 930 meters. Tempetatures were estimated using 2¢ degree polynomial functions of
elevation for each month, each determined via regression of temperature records from stations in
Death Valley, Trona, Bishop, Lodgepole, and the White Mountain Research Station. We used the
PRISM [Daly, 1994] 4-km resolution gridded data for the western U.S. for monthly precipitation
amount and distribution. The spatial distribution of mean annual precipitation in those grids
compared well with the mean annual precipitation contours of the basin mapped by the USGS
[Danskin, 1998]. The spatial resolution of these maps is coarse compared to that of the base DEM,

however, and further development of this model should include resampling of the PRISM data to the
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scale of the base grid. Precipitation is apportioned between snow and rain based on the fraction of
the month falling below a critical temperatute of 2°C. Thic fraction of the month below the critical
temperature is calculated assuming a notmal temperature distribution using the mean monthly
standard deviation of temperature at Bishop. Snowmelt is calculated using a simple temperature-
based melt index, calculated from regression of the Marks and Dozier [1992] data for Emerald Basin.
Melt occurs only when temperature is above a critical temperature (0.5°C) and then at a rate of 40 cm
month! °C' above the critical temperature. This rate is within the range of values recommended by

Rango and Martinec [1995] in their evaluation of the degree-day method of computing snowmelt.

Accurate determination of potential evapottanspiration generally requires estimates of net solar
radiation, relative humidity, wind speed ana temperature. Of those parameters, the distribution of
solar radiation and temperature can be estimated reasonably well Only rough, basin-wide
approximations could be assumed for the remaining variables, and net radiation is only decreased
markedly in the rugged terrain near the mountain crests, a small fraction of the whole. For that
reason we used a simple temperature-based approach to estimate potential evapotranspiration, a
slightly modified form of the method proposed by Malmstrom [1969]. Malmstrom claimed improved
climate classification using a simplified form of the original Thornthwaite equation for potential
evapotranspiration that requites only calculation of the saturation vapor pressure at the monthly
average air temperature. Malmstrom provided a coefficient for the calculation that yields 2.5 cm
monthly PET at 0°C. We adjusted this coefficient to yield, at the elevation of Owens Lake, the
estimated annual evaporation rate of 127 c¢cm yr! [Smith and Street-Perrot, 1983]. Soil moisture
storage capacity varies significantly across the basin, depending on geology, topography, soil type,
rooting depth and 2 host of other factors. To distinguish areas of different soil moisture storage
capacity, we used the land usc - land cover data available from the USGS (Figure 3-14). The land

cover types present in the Owens Valley and the soil moisture storage capacity that we assigned to
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each are shown in Table 3-2.

Mean annual T (C)
[]-5--3 Land Cover
[] SHRUE & BRUSH RANGELAND
EVERGREEN FOREST LAND
MIXED RANGELAND
SHRUE AND BRUSH TUNDRA
L__| CROPLAND AND PASTURE
B HERBACEOUS RANGELAND
] BARE EXPOSED ROCK
g2 DECIDUCUS FCREST LAND
DRY SALT FLATS
LAKES
RESERVOIRS
Bl NOMFORESTED WETLAND

140 - 160
I 160 - 180
40 0 40 80 Kilometers

Figure 3-14. Mean annnal climatic datasets and soil moisture storage capacity map used in the Thornthwaite water
balance model. Annual average precipitation in the Owens Valley is from the PRISM dataset [Daly ot al., 1994]; mean
annual temperature is based on the regression of temperature records from the Owens Vialley. Land cover data is from the
USGS Land Use Land Cover dataset,
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Soil moisture
Land Cover Type storage capacity

(cm)
Lakes and reservoirs 100
Non-forested wetland 50
Evetgreen forest land 20
Shrub & brush rangeland 12
Cropland and pasture,
Deciduous forest land, 10
Herbaceous rangeland,
Mixed rangeland
Shrub and brush tundra 1
Bate exposed rock 0.5
Dry salt flats NULL

Table 3-2. Soil moisinre storage capacity associated with the land cover types shown in Figure 3-14.

Evaporation from snow is calculated using a mass transfer coéfﬁcicnt, estimated wind speed, the
saturated vapor pressute at the tempetature of the snow and the vapor pressure of the ambient air.
Estimates of the impottance of snow evaporation and sublimation on the overall watet balance of
the seasonal snowpack have had an interesting history of conflicting opinions. In 1934, Matthes
concluded from observations of snow surfaces in the high Sierra that virtually all of the snowfields
above 12,000 feet “waste away during the summer without contributing a drop of water to the
streams in the valleys below.” Matthes thus implied that virtually all of the snow at high elevations is
lost to the atmosphere through sublimation and evaporation. Seeking to test that conclusion, Sharp
[1951] conducted a study of the water balance of a small snow bank at an elevation of 12,200 feet in
the middle fork of Bishop Creek. Based on careful survey§ of snow bank thickness and density and
by petiodic measurements of snowmelt using a weir set on bedrock below the snow bank, Sharp
observed that 99% of the wastage during an apprvoxjmately two-week petiod in July ran off through
the weir. He thereby concluded, contrary to Matthes’ statement, that evaporation plays a relatively
insignificant role in ablation. Making note of the spectacular difference of opinions on the subject,
Beaty [1975] attempted to determine the fraction of snow lost by evaporation in the White
Mountains on the east side of the Owens Valley. Beaty’s observations suggested that Matthes was

largely correct, and measurements of runoff from several small blocks of snow in May, 1970 indeed
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indicated that 50 to 80% of the losses occurting duting a 2 to 3-day period were due to sublimation.
These studies were quite informal in nature and were conducted over only very short petiods of the
melt season. The large differences in the conclusions of those studies suggest that a much more
detailed set of measutements would be requited to resolve the question more definitively. Several
detailed mass and energy balance studies of snow cover in the Sierra Nevada have since attempted to
resolve the issue. Anderson [1976], using mean-profile methods at the Central Sierra Snow
Laboratory near Lake Tahoe, California, calculated average evaporation rates of only 2 mm per
month during the accumulation season and 4 mm per month duting the snowmelt season. In
conttast, Marks and Dozier’s [1992] mass and energy balance calculations at two sites in the Emerald
Basin indicated that snowpack losses via evaporation during 1986 were ~20% at the outlet of
Emerald Lake and 25% at an exposed ridge, with approximately even distribution of the loss
between the accumulation and snowmelt seasons. Kattleman and Elder [1991] calculated the total
snow evaporation in that basin for the years 1986 and 1987 as 18% and 33%, respectively. These
fractions represent several centimeters of water loss via evaporation. Leydecker and Melack [1999]
summarized these calculations in a recent study that focused directly on the measurement of
evaporation from snow in the Central Sierra Nevada. They used the mean-profile method to calculate
snow evaporation at eight locations, analyzing four to six years of data at most of the sites. Their
analysis indicated that annual evaporation from the snowpack at those sites, which included both
Emetald Basin and the Central Sierta Snow Laboratotry, varied from 12 to 156 mm. In attempting to
explain the disparity between their results and those of Marks and Dozier [1992], they concluded that
the difference was due, first, to the anomalously high wind speeds (~averages of 7.5 m/sec and 5.0
m/sec at the lake and ridge sites respectively) measured by Marks and Dozier [1992] and, second, to
differences in the method used to determine the temperature of the snow layer from which
evaporation/sublimation occurs. Their data indicate that average wind speed in the Sierra Nevada is

on the order of ~2 m/sec.
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Based on the analysis of Leydecker and Melack [1999], which appears to be the most
comprehensive study of evaporation from snow to date, we incorporated a —2°C temperature
adjustment for calculation of snow tempetature from ambient air temperature, and used 2 uniform
wind speed of 2 m sec! in the calculation of snow sublimation. Having initially used the data of
Marks and Dozier [1992] to estimate a dimensionless bulk turbulent heat transfer coefficient of
0.0019 [Paterson, 1994], we reduced that value to 0.0010 to better reflect the aerodynamic conditions
that would exist under the calmer conditions that Leydecker and Melack [1999] suggest is typical in
the region. Undet this parameterization, snow evaporation in the model amounts to approximately
8% of the annual snowfall. Leydecker and Melack [1999] estimated that about 7% of the annual

snowpack in the Sierra Nevada s lost via sublimation and evapotation.

Evapotranspiration in the model occurs at the potential evapotranspiration rate when sufficient
water is available from precipitation. Otherwise it occurs at a rate dependent on the amount of water
available from direct precipitation, snowmelt, and a change in soil moisture storage. Soil moisture

storage each month is calculated according to the equation [Dingtman, 1993]

~(PET,-W)
S

max

Sm = Sm—-l eXp > Eq 3-5

where m is month of the water year, S is soil moisture storage, PET is potential evapotranspiration,
W is available water, including rainfall and snowmelt, and S, is soil moisture storage capacity.
Evapotranspiration where snowcover exists was handled in a somewhat ad-hoc manner. We allowed
evapotranspiration beneath snowcover only when the teroperature was above a critical temperature
(°C). Below that temperature, only sublimation/evaporation is allowed to occur. Above it,
evaporation from snow and evapotranspiration of the melting snow and incident rainfall occur

simultaneously.
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The model performs monthly accounting of the available water for evapotranspiration and tracks the
amount of water contained in soil moisture storage and snowpack throughout the year to determine a
steady state condition under a given set of climatic inputs. At the end of each year, the model statts
over but retains the soil moisture storage grid from the end of the just-completed year. The model is

thus run until the monthly quantities converge to constant values.

In areas where annual snow evaporation and melting is less than the annual snowfall there s net
accumulation of snow. Under dramatically reduced tempetatures, this can occur throughout much of
the higher elevations in the basin. Net annual snow accumulation leads to the development of
glaciers, which also modify the landscape and affect the water balance. Alpine glaciers accumulate
snow at high elevations and move it to lower elevations where it is removed primatily by melting.
The accumulation areas may produce significant annual snowmelt in the melting season and no
modification of the model is required to incorporate that contribution. The ablation areas, however,
effectively displace areas of vegetation-dominated evapottanspiration with areas where losses to the
atmosphere are limited to sublimation and evaporation, thereby increasing net runoff from the basin.
Tn this analysis we consider only steady-state glaciers, in which the annual snowmelt is equal to the
annual snow accumulation. To simulate the effect of the presence of steady-state glaciers in the basin,

the remaining snowpack at the end of every year is simply added to the basin runoff.

In the Owens Valley, a considerable fraction of water that runs off from the high elevations in
the Sierra Nevada reaches the Owens Valley floor only to be lost via evapotranspiration in the
riparian area of the Owens River. Because the water balance model provides no ‘touting’ component
to reproduce that effect, we incorpotated it by establishing a separate 3-km wide Owens River
riparian area in which evapotranspiration could exceed annual precipitation. Evapotranspiration of
the riparian area was adjusted to a fraction of the mean annual PET (0.75) that provided a good

match to the histotical inflow for Owens Lake.
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RESULTS

Most of the runoff in the Owens Valley is derived from snowmelt in the Sierra Nevada. As
discussed previously, the runoff coefficient for the Sierra Nevada region, as determined from USGS
discharge measutements, is approximately 40%. In the initial parameterization of the model, soil
moisture storage capacity in all but the high tundra areas was given a value of 10 ¢m, the value used
by Flaschka ez /. [1987] for all regions in their model and one that would also be within the range
suggested by Roberts ¢f 4/ [1993] for the areas given their soil type, slope, and mineralogy. After
establishing initial estimates for the parameters in the model we simulated the existing climate with
the water balance model and examined the runoff data for the Sierra Nevada region. The runoff
cocefficient for that area was ~48%, slightly higher than that calculated using the PRISM precipitation
data and the USGS dischatge data. To allow slightly larger evapotranspiration from the region, we
increased soil moisture storage capacity within the evergreen areas to 20 cm, a value still well within
the range suggested in the parametetization recommended by Roberts ¢z 4/ [1993]. Small adjustments
in the magnitude of the monthly snowmelt index and critical temperatures for evapotranspiration

were also tested but these changes had little effect on the runoff from the area and the initial values

10 T T ¥ ¥ were reinstated for the final simulations. After
o ok -
by - o _|  calibration, the runoff coefficient for the Sierra
=
s - cpooDo - Nevada area was ~45%, stll larger than that
g - o000 -
g gloees 7 detetmined independendy for the area but
E -t 0OCOo ~
-8 - onooa o . o
_1§ . ) ! ) certainly within range of wvalues that would
0 1 2 3 4 5

Relative precipitation rate include the uncertainty associated with its

Figure 3-15. Combinations of temperature and

precipitation  for which the Thornthwaite water calculation.
balance  mode! was used to  simulate  basin
evapotranspivation and runoff response in the Owens

Valley.
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SENSITIVITY

Following minor calibration adjustments and correction to provide the historic inflow to Owens

Lake we ran the model for a wide range of temperature and precipitation combinations (Figure 3-15)

to examine the response in, and beyond, the likely range of reasonable applicability. As illustrated by
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Figure 3-16. Modeled runoff response of the Owens Valley to
changes in temperature and precipitation in contonrs of (top)
relative ranoff (normalized to present-day value) and (botiom)
redative runoff cogfficient

changes in relative basin runoff, modeled
cvapotranspitation  (Figure  3-16) s
sensitive to changes in both precipitation
and temperature with greater apparent
sensitivity to precipitation. Large increases
in relative runoff occur even wunder
modest increases in precipitation; a 50%
increase in precipitation for example yields
a trebling in runoff with no change in
temperature and more than 500% increase
when accompanied by a temperature
depression of 8°C. This is similar to the
relationship between temperature,
precipitation and nmoff observed by
Langbein [1958, 1962] (Figure 3-3). The
large amplification in the response to

precipitation is a result of relatively large

changes in the runoff coefficient for the basin (Figure 3-16B) and is in keeping with the predicted

sensitivity for arid basins described by Wigley and Jones [1985]. The basin runoff coefficient displays

gteatest sensitivity to precipitaton where precipitation is lowest and becomes increasingly more
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sensitive to temperature as conditions get colder and wetter.
EXTENSION TO LLAKE SURFACE AREA

The runoff response described by the water balance model can be used to predict the response
of lake surface area in the Owens Valley by incorporating the modeled runoff into the water balance
equation for the lakes. As described previously, we model the response of the lakes themselves with a
simple water balance model for the lake system that considers, for each lake in the chain, basin
geometry, base evaporation and sensitivity of evaporation to temperature calculated using the mean
temperature of each basin and the slope of the saturated vapor i)fessure curve at that temperature.
Combining the runoff response of the basin with the response of the lake suggests that lake surface
area in the basin would respond as described in Figure 3-17. This relatively simple analysis suggests
that faitly small temperature depression and modest increases in precipitation would be sufficient to
cause vety large changes in lake sutface atea in the Owens Valley. For example, the combined area of
the lakes when Searles Lake is at or near its sill is approximately 17 x 108 m?2 Accérding to our
analysis, even under only slightly coolet temperatures (-2°C) the lakes would expand to that level
given a 75% increase in precipitation. With a larger, but still reasonable, temperature depression of -

8°C, a 20% increase in precipitation would suffice.
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Figure 3-17. Lake surface area (10° w) as a function of
temperature and precipitation changes in the Owens Valley and
the resultant runoff as calenlated using a Thornthwaite water
balance model.

The large amplification observed in
the response of the basin water balance
model to changes in precipitation and
temperature suggests that the water
balance model yields a relationship
between those parameters that is similar
to that noted by Langbein [1949, 1962).
To compate these relationships, we
ptoduced a modified form of the

Langbein curves by interpolating data

points from the plots presented by Mifflin and Wheat [1979], fitting a surface to them via multiple

non-linear regression, and producing a modified form of the plot in terms of contours of runoff

coefficient (Figure 3-18A). We then used the modern mean basin precipitation rate (~33 cm) and

mean annual temperature (~6.5°C) for the Owens Valley to plot the runoff response of the

Thotrnthwaite water balance model in terms of climatic means for the basin and runoff coefficient

(Figure 3-18B). Comparison of those relationships (Figure 3-18) reveals a similar form, particularly at

high precipitation rates. The contours diverge at lower precipitation rates, where the Langbein curves

generally predict lower annual runoff. The Thornthwaite water balance model of the Owens Valley

also exhibits much larger changes in sensitivity to both temperature and precipitation, with greatest

precipitation sensitivity at low precipitation rates.
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Mean basin precipitation rate (cm/yr)
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Figure 3-18. Contours of constant runoff coefficient, as a function of mean annual precipitation and temperature, from
(A) the Langbein [1949, 1962] summary of runoff in the U.S. and (B) application of the Thornthwaite water balance
mode! of the Owens Valley for a wide range of climatic conditions. Fignre A was derived by multiple non-linear regression
of data interpolated from the Mifflin and Wheat plot of the original Langbein [1949] curves.

SPATIALLY DISTRIBUTED APLICATION OF THE LANGBEIN RELATIONSHIP

The similarity of the water balance model results to the Langbein relationship suggested an
alternative approach to predicting the changes in runoff that might accompany changes in
temperature and precipitation. Assuming that the runoff response to climate change would mitror
the precipitation-temperatutre-runoff (P-T-o) relationship observed under modern climate,
application of the Langbein relationship to the Owens Valley should provide a reasonable means of
estimating its response to changes in temperature and precipitation. The Langbein relationship was
derived from discharge data from basins across the U.S. In arid regions, usable records were
concentrated in the headwaters of the larger stteams because streamflow in the larger basins is
typically altered by irrigation diversions [Langbein, 1949]. To the extent possible, runoff was also
calculaied for partial basin areas to “define areal variations in runoff more closely” [Langbein, 1949].
Accordingly we applied the Langbein relationship in a spatially distributed manner, treating each cell
in the grid desctibed in the previous section as a separate small drainage basin. We calculated runoff
for each cell directly from its mean annual temperature and mean annual precipitation using a

polynomial representation of the Langbein relationship. As with the Thornthwaite model, we found
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that the model could not adequately describe the evapotranspiration in the riparian area of water that

originated in the high mountains. We therefore used the tiparian area evapotranspiration data from

the Thornthwaite model results to incotporate this ‘displaced evapotranspiration’ in our spatially
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Fignre 3-19. Comparison of the runoff coefficient contonrs
generated from (A) the Langbein summary of rungff in the
U.S., (B) resuits of a spatially distributed application of
the Langbein precipitation-temperature-ranoff relationship,
and (C) the Thornthwaite water balance model of the
Owens Valley.

distributed Langbein model. Direct calculation

of the riparian area tesponse in the
Thotnthwaite model requires integration of the
spatially and temporally (monthly) distributed
temperature  data in  the  potential
evapotranspiration calculation. We found that
of the

use mean annual average basin
temperature produces the same result if that
temperature is adjusted upward by two degrees,
and used this simplified approach for the

tipatian area ET calculations.

Using the additional riparian area runoff

and direct application of the Langbein
relationships to the grid, we calculated basin-
wide runoff for the Owens Valley for a range of
climatic conditions to compare the climatic
sensitivity using this approach to that using
basin averages and also to that determined using

the Thornthwaite water balance model (Figure

3-19). The spatially distributed application of
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the Langbein P-T-ot relationship, with inclusion of trunk stream riparian ET losses, produces a
response surface (Figure 3-19B) with significantly more range in the relative sensitivity to
temperature versus precipitation than the original Langbein curves (Figure 3-19A). In particular, the
sensitivity of tunoff to precipitation increases considerably with decreasing amount of precipitation.
The difference between the two plots appears to be due to the non-linearity in the relationship
between climate and runoff. As Langbein [1962] recognized, “la basin where half the area has 20
inches of precipitation and half, 5 inches, will produce more runoff than a basin where the
precipitation is everywhere 12.5 inches.” He therefore recommended that allowances be made for
this non-linearity when computing basin averages of temperature and precipitation for runoff
estimation. Qur distributed application of the Langbein telationship, in accordance with Langbein’s
recommendation, simply reflects the non-linearity of the system better than the straight application

of basin-wide averages.

The response surface calculated from the spatially distributed application of the Langbein
relatiohship is remarkabiy similar to that of the Thornthwaite water balance approach (Figure 3-19C),
which is calculated on the same grid, using the same precipitation and temperature functions, but is
based on a simple physical, rather than empirical, model of the basin water balance. Part of the
similarity can, of coutse, be attributed to the fact that the same trunk-stream riparian ET function
was included in each model. Nonetheless, that does not affect the supply of water to the ripatian area
and the close match in the climadc sensitivity of the two models, with cnly that common feature,
suggests that the P-T-o relationship summarized in the oft-teferenced Langbein curves reflects a

relatively simple relationship between potential evapotranspiration and climate.

SUMMARY

Prediction of the changes in the water balance in response to changes m climate is at best highly
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uncertain. A distressingly large number of factors potentially play a large role in the adaptation of a
given basin to climatic change and incorporation of all such factors would be a daunting task. Rather
than try to include all such factors here, we have instead assumed a relatively simple relationship
between the two primaty controls on the overall water balance — the supply of moisture from the
atmosphere and the availability of energy with which to return that moisture to the atmosphere. We
desctibe that relationship using a distributed-parameter Thornthwaite-type water balance model of
the Owens Valley. The model is based primarily on estimates of soil moistute storage and potential
evapotranspiration and is independent of stream distribution, vegetation type, and distribution and
other effects on basin water balance. In that sense, it implies, for example, that vegetation
communities are completely opportunistic and can adapt, by shifting distribution, vegeration type, or
simply altering water uptake, to make the best possible use of the available moisture and energy.
Flaschka ez a/. [1987] considered that their Thornthwaite water balance approach was more reliable
for moderate climate change scenarios than those for more extreme climate change. In contrast,
based on comparisons with the precipitation-temperature-runoff relationship observed among
modern basins, we argue that the Thotnthwaite model provides a very reasonable means of

estimating runoff response to extreme climate change.
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CHAPTER 4 - GLACIAL CHRONOLOGY

As a record of changes in the extent of the glaciers in the Owens Valley we use a chronology of
advances that we developed for Bishop Creek. Located at the north end of the Owens Valley, Bishop
Creck is one of the largest tributaties draining the eastern side of the Sierra Nevada (Figure 4-1). The
area of the Bishop Creek watershed above Coyote Creek is approximately 190 km?, and elevations in
the basin range from ~1700 m, at the confluence with Coyote Creek, to ~4000 m, at locations along
the crest. The main tributaries of the creek ate its North, South and Middle Forks. Glaciers flowing
out of each of these valleys joined together duting glacial times to produce a glacier that extended as
much as 28 km from the modern citque glaciers in Middle Fork. We also developed glacial
chronologies for two nearby, but considerably smaller, drainages - Horton Creek and McGee Creek -
in order to compare the climatic response of glaciers of varying size. Glacial advances duting the last
glacial maximum (LGM) extended about 8 km and 6 km, respectively, from the modetn cirque

glaciers in those drainages.

COSMOGENIC CHRONOLOGY

To refine the existing chronology of glacial advances in the eastern Sierra Nevada we determined
exposure ages of a vaticty of glacial features via the in-situ accumulation of cosmogenic 3¢Cl
Extensive Tioga- and Tahoe-age moraine complexes exist in Bishop Creek, Horton Creek and
McGee Creek [Phillips ¢7 @/, 1996]. The larger examples of these moraines are easily seen in aerial
photographs (Figure 4-2 through Figure 4-4) while the more diminutive moraines may only be teadily
identified in the field. In this paper we focus on the behavior of the lakes and glaciers in the Owens
Valley during the last deglaciation. We therefore primarily consider moraines developed during the
several stages (I-IV) of the Tioga period [Phillips ¢ 4/, 1996] and the Recess Peak ad%rance at

approximately 13 ka [Clatk and Gillespie, 1997]. Snowline loweting throughout the Sierra Nevada
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during the Tioga maximum has previously been estimated as approximately 800 m [Burbank, 1991],
while Clark and Gillespie [1997] recently presented evidence indicating that the Recess Peak advance

resulted from a regional snowline depression of approximately 200 m.

SAMPLING

To obtain rock samples for 36Cl exposure age determinations, we chiseled one- to five-cm thick
fragments from the upper side of large, stable moraine boulders; glacial erratics; and polished
bedrock surfaces. We sampled and analyzed 56 surfaces from Tioga II and later advances in the
Bishop Creek drainage (Figure 4-5), 65 from McGee Creek and 24 from Horton Creek (Figure 4-6).
Working from a relatively well-established chronology of the earlier stage Tioga advances, we
generally sought to date later advances of the Tioga glaciation, the rate of retreat following the last

Tioga advance and the timing and position of apparent Recess Peak deposits in those basins.

PROCESSING AND ANALYSIS

We processed the rock samples using the method described in Appendix B. The procedure
includes substantial modifications to those that have become standard practice for preparation of
samples for 36Cl analysis by accelerator mass spectrometery (AMS). In general, the process involves
dissolving approximately 50 — 100 grams of rock in a concentrated solution of hydrofluoric and nittic
acid. After the dissolution stage is complete, barium nitrate is added to precipitate batium sulfate
from the solution. Sulfur is an isobar of chlorine-36 and interferes with its measurement so we
incorporate a number of steps to reduce sulfur levels. After allowing time for the precipitation of
barium sulfate, the supernatant is separated from the residual solid material and silver nitrate is added
to precipitate the rock chloride as silver chloride. The silver chloride precipitate is then purified via a
sequence of dissolution and resolution steps in which barium is again added to the samples to

precipitate sulfur as barium sulfate. Measurement of the *CLCl ratio is made via AMS and samples
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for this study were analyzed at the Purdue Radioisotope Measurement (PRIME) laboratory at Purdue

University, Purdue, Indiana.
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Figure 4-1. Map of Bishop Creek and the surrounding area showing locations of other crecks and drainage basing
referenced in the text. Digital elevation data is from USGS 7.5-min STDS DEMs. The striping apparent in portions
of the surface is an artifact of errors in the USGS digitization that have since been corrected.
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Figure 4-2. Obligue aerial photo of Bishop Creek terminal moraine complex: showing several Tahoe and Tioga lateral
and terminal proraines.
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Figure 44 Obligue aerial photo of the moraines below McGee Creek with Tioga and Tahoe moraines indicated.
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Figure 4-5. Locations of moraine boulders, polished or striated bedrock, and erratics sampled and analyzed in the Bishop
Creek basin and in Humphreys Basin.
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One of the difficulties in obtaining precise cosmogenic ages via chlorine-36 analysis of rock
samples is accurate determination of the rock-chloride concentration. Until recently we measured
chloride concentrations in rock samples by dissolving a small amount of rock in hydrofluoric and

nitric acid in a specially designed teflon diffusion cell and measuring the chloride concentration in the
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cell with an ion selective electrode. The ptimary drawback of that method is low precision at low
chloride concentration. To increase precision of our chloride concentration measurements for this
study, we used isotope dilution mass spectrometry (IDMS). This involves adding an aliquot of
virtually putre 33Cl to each sample during the rock dissolution step. The ratio of 3Cl to ¥'Cl is
telatively constant in natural samples and this ratio is routinely calculated during the accelerator mass
spectrometry measurement of the 36Cl:35Cl ratio. The added 35Cl alters the natural 3CL37Cl ratio by an
amount indicative of the amount of chlofine in the sample. The TDMS approach thus provides a
means of measuring Cl concentration as well as *CL:Cl ratio, The accuracy of the Cl determination is
primarily limited by the uncertainties associated with the measurement of the 3Cl:3Cl ratio and its

natural vatiability.

Accurate calculation of chlorine-36 cosmogenic exposute ages requires that a large number of
parametets be measured or otherwise accounted for during sampling, sample preparation, and
analysis. These include the chemical composition of the rock, including major, minor, and trace
elements, which controls absorption and diffusion of thermal neutrons; latitude and longimude, which
affect the influx of cosmic rays; and a host of geometric, topogtaphic and meteorological details of
the sample and sample site, which affect shielding of the sample from cosmic ray exposure. In
addition, chlotine-36 is produced by thermal neutron absorption as well as neutron spallation
reactions, and production is strongly influenced by the erosion rate of the ovetlying material, which is
generally unknown. Calculation of exposure age thus involves solution of a non-linear equation for
any assumed erosion rate. To simplify the entty of sample data, facilitate calculation of exposure ages
and save the relevant data in a convenient and accessible format, we developed the Microsoft Excel
spreadsheet-based progtam CHLOE [Phillips and Plummer, 1996] using a combination of built-in
mathematical functions and custom functions programmed in Microsoft’s Visual Basic for

Applications. The program includes a number of routines designed to facilitate calculations for a
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vatiety of geomorphic problems, including automatic calculation of exposure ages for a prescribed
range of erosion rates, predicted 36Cl ratio as a function of age, combined analysis of *Cl and a
separate spallogenic cosmogenic nuclide, and calculation of depth-profiles of *Cl production and
estimation of erosion parameters via cutve-fitting to measured profile concentrations. Derivation of
the equations employed in CHLOE is described in Gosse and Phillips [2001]. The program is freely
available from the authors, is readily adapted to include additional features, and is relatively widely

used in the terrestrial cosmogenic nuclide dating community.

RESULTS

Chlorine-36 exposure ages determined during this study, and during our previous work in the
Bishop Creek area, are summarized here in separate figures for Bishop Creek, Horton Creek, and
McGee Creek. Tabulated data and more detailed analysis and discussion of the 36Cl data and field
mapping will be included in a separate, companion study devoted to the glacial chronology itself. The
information is summatized hete primarily to lay the groundwork for the combined analysis of the

glacial and lacusttine chronologies of the Owens Valley that is the focus of this study.

The ages reported here, which are best estimates of calendar age, should be considered “¢Cl
exposure ages,’ in that they involve production parameters and assumptions specific to in-situ 36Cl
production that evolve over time, as new data become available. The calculation of chlorine-36
exposure ages involves a large number of parameters and, therefore, a large number of uncertainties.
In summarizing the calculated ages here, we show only the standard deviation in the AMS
measurement of the chlorine-36 ratdo. We estimate that systematic errors in the primary ¢CI
production rates (via thermal neutron activation of 3Cl, and spallation of K and Ca) lead to 2 10%
uncertainty in calculated ages. Random errors in the measurements of chemical composition, in the

determination of shielding factors, and in the equations describing the production mechanisms are
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believed to be relatively small compared to the uncertainties associated with the exposute histories of
the samples. We attempt to account for the latter by sampling surfaces that appear to have been
stable for a long time and by obtaining numerous samples from each morphostratigraphic unit to be
dated. Tn estimating ages from several samples, we place more weight on the older ages, as erosion

tends to produce a young-skewed distribution of ages [Zreda ez al., 1995].

One soutce of uncertainty in the determination of exposure ages is the amount of 36Cl that may
have accumulated in a sample via exposure prior to the glacial period that led to its reestablishment
as a glacial deposit. Subsequent accumulation of 2Cl is simply added to this ‘inherited’ 3Cl, thereby
yielding erroneously old ages when the prior exposure is significant. To provide a rough indication of
the potential inheritance that may exist in the boulders we sampled for this study, we analyzed a
sample from a large angular boulder near the terminus of a small rock glacier above Sunset Lake in
the Sabtina basin below Mount Thompson. The calculated age for that sample is ~4,000 yeats. If we
assume that that boulder was actually plucked from the bedrock and deposited during the last
century, then the inheritance might be assumed to contribute on the order of 4000 years or more to a
moraine boulder. Given the boulder’s present position, well below the existing glacier, this is unlikely.
On the other hand, it is possible that the rock was deposited at its present location ~4,000 yeats ago
and that its inheritance is effectively nil. The latter hypothesis is supported by work of Konrad and
Clark [1998], who argued that the neoglacial period in the Sierra Nevada began ~3,000 to 4,000 years
ago. While the truth is likely somewhere between these two extremes, we believe that the inheritance
problem is minor for the glacial advances considered in this study for two reasons. Firs, erosion and
plucking rates were likely much greater duting the periods when the glaciers extended to several
kilometers beyond their present limits. This would tend to minimize inheritance, particularly for the
more severe climate of the most extensive glacial advances. Second, one would expect that the degree

of inheritance is highly variable, depending on whether the rock is removed by glacial plucking, frost
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action on cliffs above the glaciers or some other means. Thus, if inheritance ranges from nearly nil to
as much as several thousand years, we would expect that boulders from the moraines we sampled
would display a minimum age range of at least a couple of thousand years. Variability in calculated
moraine ages has continuingly declined, however, as sample processing and analytical methods have
improved. The standard deviation of ages for the most recently dated features in Bishop Creck and
Hotton Creek (Figure 4-7) is, for all practical putposes, the same as the average uncertainty of the
AMS measurements from which they are detived [Plummer and Phillips, 1999]. We conclude that
inheritance is 2 minor problem in the development of a chronology of glacial advances in the eastern

Sterra.

While we believe that inheritance in glacial moraine boulders is insignificant for the samples
considered in this study, the question of inheritance is an interesting one, warranting further study.
Sampling of bouldets from active moraines below a vatiety of moder glaciers would provide a
means of more carefully assessing the inheritance issue and of learning more about the erosive power

of glaciers of different sizes and types.
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Figure 4-7. Ages from the most recently daled features in Bishop Creek and Horton Creek. Uncertainties
shown are the standard deviation of the AMS analysis.

BISHOP CREEK

Figure 4-8 summarizes the ages of the sampled surfaces from Bishop Creek. There are three distinct
sets of moraines among the four Tioga-age advances mapped by Phillips e# 4/ [1996]. The oldest of
these, at an elevation of ~1860 m are the uppermost terminal loops in the Sand Canyon dratnage, the
glacier having taken the same path laid down by the numerous older advances of Tahoe, and pre-
Tahoe, age. These moraines, designated Tioga I, have exposure ages ranging from about 16 to 28 ka,
with an apparent upper limit of about 28 ka. Using the average of the four oldest ages from these
samples, we assign an age of about 27 ka to these moraines. There appears to have been a petiod of
intermittent glacial expansion and retreat before the next recorded advance because the next younger
motaines are right and left lateral moraines pasted along the sides of Bishop Creek, which cuts

directly through the right lateral of the Sand Canyon moraines, and a pootly developed set of
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terminal loops near the confluence with Coyote Creck. These are the Tioga II moraines that
represent the last glacial maximum. This change in the path of Bishop Creek is a dramatic one; the
elevation of the glacier snout in the new location near the confluence of Coyote and Bishop Creeks
would have been approximately 1700 meters. Under its previous path and gradient in Sand Canyon,
the snout would have been at least 100 meters higher. Evidence of the Tioga III glaciation is
ptimarily morainal debris pasted along the lower banks of Bishop Creek below the Tioga II crests.
From their position relative to the Tioga II moraine ridges, we deduce that the terminal position
during Tioga stage III would have been at an elevation of approximately 1830 m. From the average
of all but two anomalously young samples in this group, we assignr an age of ~18 ka to the Tioga III
moraines. Upstream of the confluence of Bishop and Coyote Creeks, and below the confluence of
the Middle and South Forks, there are several small terminal moraines that cut across the valley floor.
A sample from a boulder about 1 km upstream of the Bishop Creek powerhouse (BpCr96-20) and
another from a very large boulder just below Dutch Johns meadow (BpCr96-18) yielded ages of ~19
ka and ~16 ka, respectively. The yo@gest moraines in the Tioga sequence are the large and
prominent moraines at the confluence of the Middle and South Forks. Evidence of a terminus there
is preserved in descending left and right lateral moraines below the confluence. Of five samples
collected from these moraines, four yield exposure ages between 15 and 16 ka and the other is only
slightly youngert, at ~13.5 ka. We therefore assign an age of 15-16 ka to the Tioga IV moraines in
Bishop Creek. Apparent correlative moraines in the South Fork are not as cleatly defined as those
below the confluence, and it appears that the South Fork glaciet tetminus was at least 1 to 2 km

upstream of the confluence at that time.
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Figure 4-8. Summary of "°CI ages of samples from the Bishop Creek basin, Different symbols vepresent apes
assuming different erosion rates. Groupings indicate locations of the sampled moraines and deposit types. Age
ranges are our estimates of uncertainty based on the range and spread of ages associated with each deposit. Ervor
bars give the one sigma standard deviation in age given by the uncertainty in the AMS measurement,

The next younger terminal positions in Bishop Creek that can be readily identified from either

field or aetial-photo mapping are Recess Peak moraines such as those that Clark and Gillespie [1997]

dated at Baboon Lakes in the Middle Fork. We collected 10 samples to date the apparent Recess

Peak moraines at Baboon Lakes and Topsy Tutvy Lake, in the upper reaches of the 8. Fork and from

the Treasure Lakes above South Lake. Three of these were samples of polished bedrock or erratics

just above or below the moraines. The remaining samples were obtained from boulders on the

moraines themselves. One of the samples, BpCr96-5, had an anomalously old exposure age. The

remaining nine exposute ages ranged from ~10 to 13 ka, with a mean of about 12 ka. This agrees

well with the minimum limiting age of ~13 ka determined by Clark and Gillespie [1997] from
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radiocarbon dates on basal sediments retrieved from cores from lakes dammed by Recess Peak
moraines. Clark and Gillespie's regional mapping of Recess Peak and Matthes deposits indicates that
there was no regional glacier advance more extensive than the Matthes in the Sierra Nevada after the
Recess Peak advance. The Matthes moraines in Bishop Creek evidence glaciation only slightly mote
extensive than that which exists today. Clatk indicates that the Matthes advance represents a regional
lowering of equilibrium line altitude of approximately 100 m, while the Recess Peak advance

represents a lowering of approximately 200 m.

There is virtually no evidence of a significant glacial advance between the Tioga IV moraines and
the Recess Peak moraines sevcral kilometers upstream. In fact, it appears that very little tll of any
kind was deposited between those two advances. The bedrock basins above Sabrina and South Lakes
are, for example, surprisingly barren of glacial deposits, with only a light scattering of ertratics to
temind the viewer of the hand that carved and smoothed the exposed bedrock surfaces. This lack of
glacial debris suggests that the glaciers tetreated quite rapidly from their Tioga IV position at the
confluence of the South and Middle Forks. To better gauge that rate of retreat, we collected
approximately 18 samples from erratics and polished or striated bedrock located between those two
deposits in all three forks of Bishop Creek. With only three exceptions, these samples yielded
exposure ages between approximately 13 and 16 ka. The mean age of those samples is about 15 ka
and the similarity of these ages to those of the Tioga IV moraines again suggests that the glaciers

retreated rapidly following this last Tioga advance.
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Figure 4-9. Three-dimensional view looking eastward across Humphreys basin through Piute Pass into North Fork,
Bishop Creef.

The head of the North Fork of Bishop Creek displays morphology quite distinct from that of the
upper Middle and South Fork. The bedrock at and above Piute Pass, which sits on the crest of the
range between the N. Fork of Bishop Creek and Humphreys Basin, is distinctly rounded and P-
forms are clearly evident both at the pass itself and above and below it. Clearly, glaciers have
overridden the pass at some time in the past and the direction of that flow is preserved in crescentic
fractures on both sides of the pass. Those fractures clearly demonstrate that the glacier at one time
flowed from lower elevations in Humphreys basin up and over the pass into Bishop Creek. This area
therefore represents a potential source of error in the estimation of snow accumulation area here. To
determine the approximate contribution of this ‘extra-basin’ ice, we delineated the flow pattern of the
glaciers when they flowed across the divide (Figure 4-9) by mapping the glacial striae, crescentic
fractures and P-forms in the area. We also dated a glacial erratic and polished bedrock from Piute
Pass to estimate how long the pass has been ice-free. These ages indicate that glaciers have not

flowed across the crest since about 14 ka. A map of the paleo-ice-flow indicators in the area around
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Piute Pass (Figure 4-10) clearly indicates a line of divergent flow roughly parallel to the crest and

extending through Summit Lake on the west side of Piute Pass.
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As recession of the glaciers from the North Fork included retreat across Piute Pass into uppet
Humphreys Basin, our sampling of glacial deposits there included erratics and bedrock surfaces from
Piute Pass and Humphreys Basin. These included three samples of a moraine located just west of the
outlet of Desolation Lake and two erratics from locations closer to the crest. Examining these
samples separately, we see that the exposure ages display a tight grouping between about 15 and 16
ka with a mean of approximately 15 ka. Again, this supports the argument that the glaciers receded

rapidly following some tempering of the climate after 15 ka.
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HORTON CREEK

A complicated history of glacial advances is preserved in a virtual mountain of morainal
deposited at the mouth of Horton Creek. Many of these appear to record Tahoe or earlier advances
and, as at Bishop Creek, the glacier snout at the front of the mountain range appears to have
dramatically altered its position several times. Most recently the glaciers seem to have followed the
modern path of Hotton Creek, though the lowest terminus position is not readily apparent within the
canyon. From suggestions of descending lateral positions on the northern canyon wall we sutmise
that the Tioga maximum glaciation, stage II, might have advanced to a low elevaton of ~2200

meters. We have not, howevert, obtained exposure ages to confirm or refute this conclusion.
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Figure 4-11 Summary of **Cl ages of samples from the Horton Creek basin. Different symbols represent ages
assuming different erosion rates. Groupings indicate locations of the sampled moraines and deposit fypes. Age
ranges are our estimates of uncertarnty based on the range and spread of ages associated with each deposit. Error
bars show 1-sigma standard deviation in age due only to the uncertainty in the AMS measurements.

As at Bishop Creek, 2 sequence of terminal moraines appears to have been deposited in Horton



Creek duting Tioga stage III. In Horton Creek these moraines have filled a significant portion of the
canyon at the mountain front so that there is now a sharp steepening of the stream gradient below it.
On the southern side of the canyon an apparent left and right lateral moraine pair evidences an
advance that took a path that diverges dramatically from the modetn stream path. Three samples on
these motaines gave ages of 47, 73, and 86 ka, indicating that they represent a pre-Tioga advance. A
numbet of apparent Tioga-age motaines ate located just below the Horton Creek meadow, between
about 2600 and 2700 m elevation. Our 15 exposure ages from samples on these moraines display a
remarkably tight grouping in the range of 17 to 18 ka, with an average of about 18 ka. ’fhis is also
consistent with the ages obtained from Tioga I1I moraines in Bishép Creek which also averaged ~18
ka. The moraine of Tioga-stage scale and appearance that is furthest upstream is located at the outlet
of Horton Lake. Four samples obtained from that moraine indicate that it was deposited by the
Tioga IV advance, at ~15 ka. Likely sites for Recess Peak age moraines in upper Horton Creek
drainage wete obscured by large amounts of talus. The only indication of a possible Recess Peak
advance was a low and unobtrusive moraine above the upper of the Upper Horton Lakes. We
collected only two samples from that deposit. The ages, ~13 and ~14 ka, suggest that it very likely
tepresents the Recess Peak advance in Horton Creek. Dates from one bedrock sample above Horton
Lake and another from just below lower Upper Horton Lake were both ~15 ka. As in Bishop Creek,

we conclude that retreat following the Tioga IV advance was relatively rapid.
MCGEE CREEK

The stratigraphy and 26Cl dates on the moraines in that basin are summarized in Phillips e# a/.
[1996]. We include a summary plot of the 36Cl ages only for ease of comparison with the new data
from Bishop and Horton Creeks. Most of the exposure ages were obtained using less sophisticated
processing techniques than we currently use and the ages consequently display more scatter than our

more recent dates from the other basins.
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Figure 4-12. Summary of **Cl ages of samples from the McGee Creek. Different symbols represent ages
assuming different erosion rates. Groumpings indicate lcations of the sampled moraines and deposit fypes. Age
ranges are our estimates of mnceriainty based on the range and spread of ages associated with each deposit. Error
bars give the one sigma slandard deviation in age given by the uncertainly in the AMS measurement.

The record of glaciation in McGee Creek is displayed in a complex set of interconnected
terminal loops, lateral motaines, and apparent ramps that demonstrates, even more than in the other
basins, a complicated history of dramatic shifis in the path of the advancing glaciers. Pre-Tioga
advances in McGee Creek actually flowed out, and to the northeast, of the modern McGee Creek
drainage. Moraines developed during glacial retreat from that passage apparently blocked that path
from further use and the Tioga maximum advances took a different course, about halfway between
the modern McGee Creek and that of the Pre-Tioga advances. Morphostratigraphic evidence
suggests that the Tioga ITT advance then returned to the path of the pre-Tioga advances and only the
Tioga IV moraines appeat to have been confined to the path of the modern McGee Creek. The most

consistent set of dates from a moraine in McGee Creek ate those considered to represent the Recess
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Peak advance. These samples, from moraines located near Longley Lake, yield exposure ages of

approximately 11 ka.

BIG PINE CREEK

Sampling of a large blocky moraine field in Big Pine Creek just above Third Lake provided three
ages between 13 and 15 ka. This suggests that these deposits, which appear to have been developed
either by slow retreat of a small glacier or as an ice-cored rock glacier, represent Recess Peak

deposition in Big Pine Creek.

TERMINUS POSITION CHRONOLOGY

Glacial chronologies are typically summarized in terms of changes in ELAs, as estimated using
an assumed accumulation area ratio® (AAR) of ~0.65 and an assumed glacier shape. The actual
evidence defines, at best, the glaciet’s terminal position. To minimize interpretation in presentation
of the raw chronological data, we have arbitrarily chosen to use terminus position elevation as an
index of glacial extent. Changes in terminus position elevation for the Tioga-IL, -III, -TV and Recess
Peak advances in Bishop, Horton and McGee Creeks are compared to estimated modern terminus
positions in Table 4-1 and Figure 4-13. In Figure 4-13, these terminal positions are plotted against
distance along an arbitrary flowline adjacent to the terminal positions and beginning at the elevation
of termini of the modern cirque glaciers. The mostly linear relationship between terminus elevation

and glacier length indicates that they are effectively equivalent measures of glacial extent.

6 The ‘accumulation area ratio,” or AAR, of a glacier is the fraction of the area of the glacier over which there is net antual
accumulation.
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Bishop Creek Horton Creek McGee Creek

Tiogal 1860 £ 15 - 2804 + 25
Tioga II 1700 £ 30 2200 + 100 2620 * 30
Tioga I1I 1830 + 60 2560 = 50 2830 * 30
Tioga IV 2200 £ 30 2850 = 140 2895 *+ 30

Recess Peak 3290 = 30 3410 + 90 3260 + 20

Modern 3630 + 15 3600 = 15 3690 £ 20

Table 4-1. Terminal position clevations (meters above mean sea level) of glaciers in the Bishop
Creeke area.

In summary, the terminus positions of the Tioga I - III glaciers, dating between ~18 and 25 ka,
were approximately 1800 meters lower than that of the modern glaciers in Bishop Creek. In the
smaller basins to the north, the difference is less well defined but appears to be between 1000 and
1400 meters. Moraines of the Tioga IV advance, dating between ~15 and 16 ka, are well defined in
each basin. In Bishop Creek the terminus position appears have been at an elevation of 2200 metets
at that time (~1400 meters lower than modern). The correlative moraines in Horton and McGee
Crecks lie at an elevation of 2900 meters, ~800 meters below their modern countetparts, Finally,
terminal moraines of the Recess Peak advance, which appear to have Been deposited about 13,000
years ago, lie at an elevation of ~3300 metets in Bishop Creek, just 330 meters below modern glacier

termii in the basin, and between 3410 m and 3260 m in Horton and McGee Creeks, respectively.

The ages and terminus positions summatized here describe a chronology of the glacial advances
in the Bishop Creek atea that reflects large-scale climate changes in the Owens Valley region.
Interpreting these changes in terms of changes in specific climatic parameters is, however, not a
simple matter. Paleoclimatic reconstructions based on evidence of past glacial extent typically rely on
comparison of the equilibrium line altitudes (ELA) of modern glaciers with those of the
paleoglaciers. That approach is fraught with uncertainty due to the assumptions that must be made to
estimate not only past ELAs but, in areas whete modern glaciers are sparse or non-existent, even the

modern FLA. Meierding [1982] compared several different methods of estimating ELA depression
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and associated temperature depression in the Colorado Front Range and concluded

“Pleistocene F1.A depression should only be computed if present and past glaciers can be
approxcimately standardized for size, shape, and surrounding topography, and if the same EI.A
determination method can be used for both time periods. ... Conversion of ELA depression to
temperature involves high ervor and is premature pending a clearer understanding of ELA
terperature relationships.”

Modem I

3,500

He0ess

3,000 +

2,500 r

Elevation (m)

2000 I e e

— - McGee Creek

1,500 Lt
0 5,000 10,000 15,000 20,000 25,000 30,000

Distance along flowpath (m)

Fioure 4-13. Terminal position elevations of glaciers in the Bishop Creek area. Lines are creefe profiles within each basin.
For these reasons, ELA depression estimates and paleoclimatic reconstructions based on glacial
deposits are often made using data from many drainages along a single mountain range [Clark and
Gillespie, 1997] ot even across several mountain ranges [Dohrenwend, 1984; Brakenridge, 1978].
These estimates attempt to minimize topographic and scaling effects by averaging results from
several basins that are selected to have similar otientation and aspect characteristics. Such approaches
are of little use if we desite to know the paleoclitnatic conditions associated with a feature observed

in only a few locations. Moreovet, they cannot take advantage of the increasingly detailed glacial
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chronologies that are becoming available via in-situ cosmogenic nuclide accumulation dating and
other recent advances in Quaternary dating methods. To provide an improved means of interpreting
the paleoclimate represented by indicators of past glacial extent, we developed a physically based
numerical modeling apptoach that simulates the glaciers that would develop under a given climate.
This approach includes a spatially distributed surface energy and mass balance model to determine
net annual snow accumulation rates, and a glacier flow model to determine the shape of the glacier in

equilibrium with the surface energy balance. These models are described in Section Five.
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CHAPTER 5 - GLACIER MODELING

One of the primaty goals of this study was to develop a means by which a detailed glacial
chronology from a single drainage basin could be converted to paleoclimatic information. We
therefore sought to address directly the effects of basin size, shape, topography as well as a multitude
of climatic vatiables on glacier distribution and extent at the drainage basin scale. To accomplish this,
we developed two 2-D), in-the-hotizontal-plane, numerical models. The first model simulates the net
annual accumulation/ablation of ice based on monthly calculations of sutface energy balance and
precipitation. The output from this model feeds into a second, vertically integrated, glacier flow
model that desctibes the accumulaton and flow of ice in response to the prescribed pattern of
accumulation and ablation. Together, the models allow us to build, ‘from scratch,” the glacier that
would theoretically develop under a wide variety of climatic condions and examine its response to

changes in the net annual accumulation of snow.

SNOW/ICE ENERGY AND MASS BALANCE

The snow/ice energy and mass balance model is designed to predict the distribution of the net
accumulation/ablation of snow or ice across an irregular surface, typically a drainage basin or portion
thereof. The objective of this model is slightly diffetent than those of other snow/energy balance
models. Many studies that have modeled the energy balance of a glacier or snow surface were aimed
at predicting, typically, monthly or weekly snowmelt from meteorological data [e.g., Marks and
Doziet, 1992] ot examining the climatic changes that caused relatively recent variations in modern
glaciers [e.g., Oetlemans and Hoogendorn, 1989]. This study aims to determine the different climatic
conditions that could produce glaciers of widely varying extent. The climatic conditions tested might
range from slightly colder and much wetter to a vastly colder but significantly drier climate. Certain

assumptions that might be appropriate in the former studies might therefore be inappropriate here.
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Under modern conditions, for example, one mmight reasonably assume a rather constant length for
the accumulation and melt seasons. If the temperature is much colder however, that assumption
would not likely hold true for higher, colder parts of the accumulation area. Similarly, the latent heat
exchange tetm is often neglected in glacier energy balance studies because several studies have shown
that over alpine glaciets it is roughly an order of magnitude less than the sensible heat exchange tetm
[[Kuhn, 1979]. If, however, both temperature and precipitation rate were reduced drastically,
sublimation losses would almost cettainly become much more important (the latent and sensible heat
exchange terms are, for example, of comparable magnitude over subpolar glaciers [Kuhn, 1979]). For
this reason, we have attempted to include in the model most of the processes that might substantially

alter the surface energy balance under widely varying climatic conditions.

The ptecipitation and energy balance model requires monthly averages of precipitation,
temperatute, humidity, cloudiness, and wind speed as primary input. Melting, evaporation and
sublimation of ice from the sutface ate determined from monthly energy balance calculations for
each point on a grid of elevations. The source for the elevation grid is typically digital elevation

model (DEM) data from the U.S, Geologial Survey.

ESTIMATION OF MONTHLY METEOROLOGICAL VARIABLES
TEMPERATURE

Accurate estimation of temperatures across the study atea is critical to successful use of the
model because many calculated patametets in the model depend on air temperature. These nclude
sensible heat flux, longwave emission from the atmosphere and surrounding terrain, and the fraction
of precipitation that falls as snow. In the Sierra Nevada, where roughly 90% of total precipitation
falls in the wintet, the latter patameter may not be as important as in a region where a larger portion

of the total precipitation occurs in the spring. On the other hand, the mild climate of the Sierra and
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the fact that warm Pacific storms are the source of most of the precipitation tend to increase the

temperature sensitivity of the rain-snow apportioning,

Energy balance studies of glaciers commonly assume linear relationships between the primary
climatic variables and elevation. While that may be reasonable over relatively narrow elevation ranges,
it likely leads to increasingly large etror as the elevation range increases. We calculate temperature and
precipitation over a wide tange in elevation in this study. Rather than assume lineatity, we attempted
to capture the elevation dependence of these parameters as realistically as possible, using long-term

climatic data from as wide a range of elevations as possible.

Available temperature records in the area include long-term climatic means from National
Weather stations in the Owens Valley and short-term, 1- to 2-year records from South Lake, Big Pine
Creek and, further to the southwest, from Emerald Lake. These data indicate that temporal variations
in temperature are similar over the region. Temperature generally varies with elevation in a manner
predicted by local pseudo-adiabatic lapse rates. We produced polynomial expressions for temperature
vs. elevation by regtessing mean monthly temperatures from Death Valley, Trona, Bishop,
Lodgepole, and the White Mountain Research station. The resultant expressions produced lapse rates
that increased with altitude, in agreement with findings of Dohrenwend [1984] for mountain ranges
in the Great Basin, and produced reasonable matches to the available data from South Lake and
Emerald Lake. The temperature relationships developed for each month are illustrated in Appendix

C.

PRECIPITATION

Precipitation estimation can be difficult in mountainous areas because precipitation rates vary
significantly with elevation and even from basin to basin because of the strong topographic controls

on storm tracks. In addition, precipitation measuring stations are concentrated at lower elevations,
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where access and maintenance is relatively easy. The importance of the southern Sierra Nevada in
supplying water to Los Angeles, however, means that long-term monitoring has been conducted at a
moderately latge number of stations in the Owens Valley. Additional information regarding snowfall
and water balance of the high Sierra derives from the Emerald Lake Watershed Study [Tonnesen,
1991] in Sequoia National Park. The availability of information for estimating both the annual
amount and monthly distrbution of precipitaion for the Bishop Creek alrea is therefore

comparatively good.

The southern Sierra Nevada has a Mediterranean-type climate, with most of the precipitation
falling in winter. The distribution is approximately 18%s in September-November, 50% in December-
February, 30% in March-May, and 2% in June-August [Tonnessen, 1991]. Average annual
precipitation at the crest of the range generally exceeds 40 in. (~100 cm) wheteas on the valley floor
the avetage annual precipitation is approximately 5 to 6 in. (~14 cm) and the White and Inyo
Mountains and Coso Range receive approximately 7 to 14 in./yr (18 - 36 cm/yr) [Hollett ¢ af., 1991].
Available meteorological station records include mean monthly precipitation data from Bishop,
Bishop Creek - Intake 2, Lake Sabrina, South Lake, and many stations outside of the Bishop Creek
drainage (Figure 5-1). To estimate precipitation at the crest, where local precipitation data are largely
unavailable, we used monthly precipitation maps produced by the PRISM project [Daly ¢ ai., 1994].
Those maps incotporate data from snow and precipitation stations throughout the Sierra Nevada,
and calculate the distribution of precipitation using an algorithm that specifically addresses the
difficulty of interpolation in mountainous terrain. Although the resolution of the PRISM maps
(cellsize =~4 km) is too coatse to use as the sole basis for precipitation estimation n this study, their
precipitation values for the crest should provide a reasonable estimate of the precipitation rate at the

highest elevations in Bishop Creek.
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Figure 5-1. Precipitation data used to estimate monthly precipitation as a function of elevation for
the Bishop Creek area. Sites included in the regression were South Lake, Lake Sabrina, Bishop

Creek and Bishop Airport.
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Fignre 5-2. Precipitation as a function of elevation in February (left) and July (righ).

Using the mean monthly precipitation estimates at four different elevations within the basin, we
produced a series of polynomial coefficients for each month to estimate precipitation as a function of
elevation (Figure 5-2, Appendix C). The tesultant mean annual precipitation as a function of

elevation is shown as Figure 5-3.
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The polynomial expressions for monthly temperature versus elevation were developed

specifically for Bishop Creck. Given their proximity to Bishop Creek the two smaller basins

immediately to the north should have an essentally similar precipitation pattern. The influence of

high-mountain relief, however, can be substantial, funneling descending air masses and attendant
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Figure 5-3. Mean annual precipitation  versus
elevation rogression used in this study (solid red line)
and Danskin’s [1998] linear regression for the west
side of the Owens Valley.

precipitation through some passes while leaving
others relatively dry. Precipitation in the eastern
Sietta Nevada is a critical part of the water supply
for Los Angeles. The USGS and the Los Angeles
Depattment of Water and Power (LADWP)
therefore carefully monitor the annual snowpack.
That  monitoting  has  included  regular
measurements at approximately 20 precipitation
and snow survey stations for 50 years or more

[Danskin, 1998]. The USGS’s map of average

annual precipitation in the Owens Valley, detived from that data, suggests that highest precipitation

rates at the crest in the Bishop Creek basin are on the order of 15% greater than those at the crest in

the Horton and McGee basins to the north. Discussions with the LADWP [Tillemans, personal

communication, 2001] also suggested that precipitation in the smaller basins is considerably less. If

precipitation rates near the crest in the Horton and McGee basins are indeed lower it may well be

related to the topography of the crest itself, which is formidable around Mount Humphreys, the

~14,000-foot peak that stands at the head of those basins. By comparison, relief is more subdued

along much of the crest in the much larger Bishop Creek basin.
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To estimate the differences in precipitation between Bishop Creek and the smaller basins neatby

(Figure 4-1) we analyzed the telationship between measured discharge from each of the basins
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Figure 5-4. Hypsometry of Bishop Creek and several

nearby basins

[Hollett ef al, 1991], hypsometry, and estimated
temperature and precipitation, using the spatially
disttibuted Langbein precipitation — temperature
— runoff (P-T-ct) model described in Section 3
(without the rparian area adjustment). We
assume that a basin’s runoff coefficient is largely
controlled by basin hypsometry (see Figure 5-4
and Figure 5-5), and we estimate that
relationship using the Langbein P-T-00 model.
Differences

in Langbein-calculated  runoff

coefficients from those calculated using
measured discharges and our estimate of annual
precipitation in Bishop Creek are assumed to

reflect differences in precipitation. Because of
the non-linearity of the Langbein P-T-o
relationship, we used an iterative process to
calculate precipitation correction factors for each

basin.

We first calibrated the Langbein runoff model to the Bishop Creek area using measured

dischatrge data from Bishop Creek, for which our precipitation function is assumed to apply without

cotrection. We also assumed that the mean annual tempetature function developed for Bishop Creek

applied to the entire area. Discharge calculated with the Langbein model matched the measured
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discharge in Bishop Creek when a correction factor of 1.35 was applied to the Langbein runoff
coefficients. We applied that cottection factor to the Langbein model calculation of runoff for all
subsequent calculations. We then estimated the precipitation cotrection factors for each basin that
would be needed to match the runoff coefficients calculated with Langbein model to those calculated
using the resultant total annual precipitation and measured annual discharge. Using those factors, we
recalculated basin mnoff coefficients and total annual precipitation until the runoff coefficients
calculated with the different approaches matched to within one percent. Results are summarized in

Table 5-1.

The hypsometry of Horton Creek is similar to that of Bishop Creek and its runoff coefficient,
from measured discharge and our estimate of the precipitation-elevation function, is only slightly
lower. Our analysis using the Langbein P-T-a, relationship to take advantage of the hypsometric data
suggests that precipitation in Horton Creek is about 12% lower than that in Bishop Creek. Review of
the USGS precipitation map for the Owens Valley [Danskin, 1998] suggests that this is probably a

conservative estimate of

the difference. Coyote

Creek is the drainage that

abuts Bishop Creek to the

southeast. Both Coyote

Creek and Rawson Creek

| —e—Bishop Creek

Cumuiative area fraction .
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Figure 5-5. Hypsometric integral curves for Bishop Creek and nearby basins
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Bishop Creek would overestimate precipitation in these basins by 250% and 190%, respectively.

A B [ D E F G H 1 J
Discharge
Mean Langbein- & Pavg-
annual based based
Mean annual Langhein o P Mean Mean runoff runoff runoff
discharge Area  adjustment adjustment annual P annual T depth coefficient coefficient
Basin (m°lyr) (km?) ) ) (em) c) (cm) ) ¢
Bishop Creek 71587980 191 1.35 1.00 59.2 0.8 37.6 0.63 0.63
Horton Creek 7568154 23 1.35 0.88 53.3 0.8 32.5 0.61 0.61
Coyote Creek 5092290 66 1.35 0.40 19.7 0.6 7.8 0.40 0.39
Rawson Creek 1660851 25 1.35 0.52 18.9 2.9 6.6 0.35 0.35
Column Explanation
A Basin name
8 Mean annual discharge, based on USGS data [Hollet et al., 1991]
c Area .
D Adjustment applied to the spatially distributed Langbein model runoff coefficient to calibrate it to the Bishop
Creek area
E Precipitation correction factor
F Mean annual precipitation, incorporating the precipitation correction factor (E)
G Mean annual temperature
H Mean annual discharge as volume of water per unit area
/ Runoff coefficient calculated from the spatially distributed Langbein relationship, with Bishop Creek
calibration factor, and precipitation correction factor
J Runoff coefficient calculated from the measured annual discharge and the mean annual, correction-

adjusted, precipitation

Table 5-1. Summary of basin precipitation (P), temperature (T) and ranoff coefficients (o) used or calulated in the
estimation of precipitation differences among basins in the Bishop area.

Snowfall

In addition to reproducing the temporal and spatial‘disttibution of precipitation, we need to
accurately estimate the partitioning of each month’s precipitation between snow and rain. Snow
incteases snowpack thickness wheteas rainfall does not and rain has the added effect of adding heat
enetgy to the snowpack. When the temperature of the snowpack is below the freezing point,
conversion of precipitation on the glacier to ice releases the latent heat of fusion and the ice pack
warms. In many regions, this is an important factor in removing the winter cold wave from the
snowpack. While the temporal distribution of precipitatibn within a month may be essentially
independent of temperature, the fraction of precipitation that falls as snow is not. Many studies
report that in the higher elevations of the Sierra, 0% or more of the precipitation that falls in winter

falls as snow. The relative amounts of precipitation that occutr as rain or snow, however, are
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infrequently recorded, making it difficult to accurately determine the relationship between snowfall
fraction and temperature. Excellent meteorological records are maintained at the Central Sierra
Snow Lab (CSSL) near Donner Pass, where researchers measure both snowfall and rainfall
throughout the year. Unfortunately, long-term means are not yet available from the CSSL. While it is
clear that snowfall dominates winter precipitation in the Sierra Nevada, Osterhuber [1997] suggests

that rain-on-snow events may play an underestimated role in the annual water balance:

“Much of the snowfall at 2000 m elevation precipitates within a fow degrees of 0°C. Hence it 15
not unnsual for rain o fall during any monih of the Sierva winter. When conditions are ideal,
large low-pressuire air masses brimming with great amounts of warm, tropical moisture clash with
unstable air from the Guilf of Alaska. This combination can produce warm, wet, and especially
violent storms throughout California and the Sterra Nevada. The largest storms — the mid-winter
rain stovins — are ﬂoz‘aﬂ'omﬁ/ potent: above—freegz'ng temperatires, high precipitaiion inlensities, and
destructive winds ave quite common. ... Of the twenty largest precipitation events recorded since
1946 at the Central Sierva Snow Laboratory (elevation 1098 m) near Soda Springs, California,
eleven have not been associated with record snowfall. ... The largest precipitation events in the
central Sierra Nevada are vain-on-snow events.”

While this suggests that large rain-on-snow events may comprise a significant portion of the winter

precipitation, it does not provide a means of accurately estimating that fraction.

We chose to partition precipitation

< 0.06 '
5
into snow and rain on a statistical basis £
2 004
using a critical temperature of 2°C
. E o002
[Orndorf & Craig, 1994]. We assume that g
within each month precipitation is 0
2000 3000 4000 5000
3 L. A Elevation (m)
uniformly distributed and temperature is s Precip
‘‘‘‘ Snow
normally distributed. The number of days Rain

Fignre 5-6. Total precipitation, snowfall and rainfall as a
in a month with a mean temperature function of elevation in Bishop Creek under modern climatic
conditions.
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below the critical temperature is calculated from the normal probability distribution, using the
month’s mean temperature and standard deviation of temperature within that month. While the
standatd deviation of the mean monthly temperature may also be a function of elevation, we do not
have data on which to base such a function and have assumed that the standard deviations for the
Bishop Airport apply uniformly throughout the basin. The fraction of the month falling below the
ctitical temperature is then used directly to detetmine the fraction of the monthly precipitation that
falls as snow. The remainder is assumed to fall as rain at the temperature of the ambient air. Figure
5-6 illustrates the model’s pattitioning of precipitation into snow and rain as a function of elevation
in the Bishop Creek basin while Figure 5-7 illustrates the modeled temporal disttibution of

precipitation by type and amount.
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Figure 5-7. Calenlated monthly precipitation for Bishop Creek partitioned into snow and rain for an
elevation of (Ieft) 2000 m and (right) 3000 m.

Snow accumulation below steep slopes

To approximate the effect of snow redistribution due to sloughing, avalanches and wind currents
around steep slopes, we incorporated a maximum slope function that assumes that all snow falling on
grid cells above a critical slope (55°) is immediately redistributed to down-gradient nodes. The

accumulation that results at the base of steep slopes in the model is roughly consistent with our
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observations of snow distribution below steep slopes in the basin and with observations made in

Emerald Lake Watershed studies [Elder, 1991]:

Many of the snow patohes that persist for the longest period into the melt season in the Emerald
Lake watershed are avalanche deposits or snowbanks found at the foot of steep cliffs fed by
sloughing from above... Depths of drifis and avalanche deposits during the 1986 season somefimes
excceeded 10 m, and slonghing from steep rock faces produced many depths exceeding 8 m.

CLOUDINESS

Western U.S. Climate Historical Summaries - Local Climatological Data Summaries provide
mean monthly fraction of sky cover for Bishop, CA (suntise to sunset) and several othet stations in
CA. The Bishop cloudiness data, described as a monthly average of the fraction of the sky, in tenths,

obscured by clouds is used for those calculations that require cloudiness.

WIND SPEED

Wind speed data for the area ate very limited, including only the long-term record at the National
Weather Station at the Bishop aitport (Figure 5-8), measurements of Duell [1990] for the years 1984~

1985 at several sites in the Owens Valley,
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provide ~6 m/sec at 4000 m when the base wind speed is 3 m/sec in Bishop. This range is quite
similar to a range of values of 2-m (above surface) wind speeds over melting glaciers summarized in
Kuhn [1979]. Recent studies of snow evaporation in the Sierra Nevada [Leydecker and Melack,
1999], including wind speed measurements in several basins, suggest that the Marks and Dozier wind
speed data, from which our estimate is derived, are anomalously high and that the mean is closer to 2
m/sec. Given that long-tetm means in the Owens Valley ate greater than 2 m/sec, a lower wind
speed for the neighboring mountains seems countetintuitive. Clearly mote measurements of wind

speed and turbulent energy transfer characteristics are needed in alpine terrain.
RELATIVE HUMIDITY

As with wind speed, relative humidity data are available only from the Bishop Weather Station
records and from the 1988-1989 Emerald Lake Watershed study [Marks and Dozier, 1992]. Relative
humidity data included in the Bishop Climate data sumumary of the NCDC are given for certain times
of the day, without corresponding air temperatures. We converted the reported humidity averages to
absolute humidity by estimating temperatures for the different measurement hours using the long-
term temperature data. For high elevation relative humidity data we used data from the Emerald Lake

Watershed study [Matks and Dozier, 1992].

ENERGY BALANCE CALCULATIONS

The change in thermal energy of a snow body is given by the sum of the net transfers of energy
via radiation, turbulent transfer of sensible and latent heat, advection, and conduction, minus the
energy that goes into melting;

AD=Rw + H-L+A+G-4 M, Eq. 5-1
where AQ = net rate of change in stored heat energy,

R = short- and long-wave radiation balance,
H = sensible heat exchange,



latent heat exchange,

energy advected into the snow via precipitation,
conductive heat exchange with ground,

= heat of fusion of water (333.5 k] kg'), and

rate of melting of snow or ice.

St
I
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Latent heat transfer occurs via evaporation/condensation or sublimation,

L=E+S) A+ i, Eq. 5-2
where A, = heat of vaporization of water (2257 kJ kg!), and
E = rate of evaporation from surface (negative for condensation).
§$ = rate of sublimation from surface.

The advective term includes the enetgy available due to the difference in temperature between the
precipitation and the surface, and the internal latent heat released if the temperature of the snow is
cold enough to freeze the precipitation. The advective term is thus
P ATy e+ A, Eq. 5-3
where P = rate of precipitation as rain,
T, = temperature difference between precipitation and snow, and
¢w = specific heat of water.
The net rate of change of heat storage in the ice ot snowpack, in expanded form, is therefore
AD =R+ H+G+ [P (T, e+ Y] [(E+S) (A + )] - A M. Eq. 3-4
Rewriting the equation to solve for the rate of melting of ice ot snow yields
M=A{ R+ H+ G+ [P (T, =) ]~ [(E+5) (b=~ 40} / Xy Bq. 5-5
If the snow temperature does not drop below the freezing point during the period when the energy
balance produces melting, equation 5-5 can be simplified to
M={Rut+H+G+P Ty a)-[(E+S) (L+A)} /A4 Eq. 5-6
The snow and energy balance model developed for this project implements equation 5-6 to
determine the mass of snow melted during each month. When the ait temperature is below freezing,
only the latent heat term is calculated, using the air temperature as the surface temperature, to

determine the amount of sublimation.



The tmagnitudes of the various components of the energy balance vary from place to place but
the conductive and advective terms are generally negligible in comparison to the others. Actual
measurements of the various components ate invaluable in assessing the relative importance of each
of the components as well as in developing empirical equations to describe them as a function of
climate parameters. The most detailed such studies that have been conducted in the Sierra Nevada
are those conducted in the Emerald Lake watershed, approximately 75 km south of Bishop Creek
and 20 km west of the crest of the range. Detailed energy balance measurements of the seasonal
snowpack at Emerald Lake were summarized by Marks ez /. [1992] and Marks and Dozier [1992] for
the period 1986 - 1987. Monthly averages of temperature, snowmelt, evaporation/sublimation losses
and the individual energy balance components at the lake site in that basin are summarized in Figure
5-9. The data demonstrate that the shortwave energy is the largest component of the energy balance
and that the next largest components - the sensible and latent heat fluxes - are of sitmilar magnitude
but opposite sign. The latent heat term indicates significant sublimation during the winter. The
relative magnitude of the snow loss via that mechanism, as compared to the loss via snowmelt, can
be estimated by considering that the energy used in evaporation is approximately eight times that
used in melting. Longwave energy transfer is clearly a significant energy loss throughout the year but

the remaining fluxes, the advection and conduction terms, are negligible during the melt season.

The snow/ice energy and mass balance model calculates monthly snow accumulation and loss
for each point on a grid to track the snow balance throughout the year and produces a final grid of
net annual snow accutnulation, individual values of which may be positive or negative. Because we
do not know beforchand the glacier’s final shape, we assume that the entire undetlying surface is ice.
Positive values in the net accumulation grid represent snow accumulation areas and negative values
represent ablation. This approach has the minor disadvantage of ignoring heat transfer between the

glacier and bare ground, which would have different sensible and radiative characteristics.
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Calculation of the surface energy balance of snow is relatively straightforward when the surface
temperature is known or can be measured directly. Otherwise the calculation is complicated by
changes in the thermal energy of the snowpack, and coupled thermal and energy balance equations
must be solved. Fortunately, the energy balance is only needed when melting occurs, and during the
melt season the temperature of the snowpack is almost always at the melting point. As is commonly
done in energy balance measurements of glaciers [Oerlemans, 1992; Greuell and Oetlemans, 1986],
we use the melting point in most of the energy balance calculations requiring the snow surface

temperature.

The monthly energy balance record of Marks and Dozier [1992](Figure 5-9) demonstrates that
significant melting occurs only after the monthly average air temperature rises above 0°C and that
this cotresponds well with the time at which the surface temperature reaches the melting point. Our
snow/ice energy and mass balance model thus calculates snowmelt only when the air temperature
tises above zero. Tempetatures, the addition of rain or snow, and several other functions are the
primary independent variables that are calculated each month, When the air temperature in any cell is
above zero, its sutface energy balance is calculated to determine the amount of melting, sublimation
and/or evaporaton for that month. For areas where the average temperature is below zero, only the
latent heat term is calculated — to determine the sublimation loss. Because of the discontinuity in the
energy balance calculations at 0°C, and the relatively coarse time-step used (one month), we
incorporate a fractional month and adjusted temperature when the monthly temperafure is close to
zero. The length and temperature of the fractional month are calculated by interpolation of the

preceding and following month’s temperatures.
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Figure 5-9. Summary of mean monthly meteorological, energy-balance and snow-balance measurements of Marks et al.
[1992] and Marks and Dogier [1992] at the Lake site’ in the Emerald Basin during 1988 and 1989. The vertical
dashed line indicates the first month for which there is significant melting. This corresponds to the first month for which
the average femperature is considerably above gero.

Details of the equations and methods by which each of the components of the energy
balance is implemented are discussed below. Meteorological means for each month are used to
calculate the mean monthly energy flux for each term (unless the temperature is everywhere below

zero) and the sum determines the energy available for melting. Accumulation of snow during each



month is then balanced against the melting and evaporation losses to determine the monthly net loss
or gain of snow. The cumulative effects of the monthly energy balance thus determine the net annual
accumulation rate of snow by summing the effects over a year. The mean shortwave radiation for
each month is estimated from the midmonth total daiy irradiance, calculated by integrating
instantaneous irradiance at regular intervals (~8 were used for simulations presented here) over the

length of the day.

SHORTWAVE RADLATION

The largest component of the surface energy balance is the influx of shortwave radiation.
Calculation of this component is based on a combination of physical principles and empirically
derived approximations to some of the factors affecting their magnitude. The shortwave radiation 1s
determined from solar angle calculations computed in a Mathcad worksheet and ap plication of those
angles to the topography via an Arcview script. The overall calculation scheme is described briefly

here; details are included in attached Mathcad worksheets (Appendices D and E).

The general scheme is to calculate elevation-, albedo-, and climate-dependent parts of the
insolation calculations first and pass these to a subroutine that determines atmospheric transmission
coefficients from temperature, cloudiness and relative humidity data. The insolation subroutine then
computes the direct, diffuse and backscattered radiation components and returns these to the main
program. Aspects of the insolation calculation that may vary with changes in primary and secondary
climatic variables include surface albedo, atmospheric transmission coefficients affected by
cloudiness and precipitable water content. Thesc values ate calculated within the main subroutine for
each annual cycle. A central part of the calculadon of the shortwave radiation component is the
integration of the instantaneous itradiance on the irregular terrain. The direct shortwave component

is proportional to the cosine of the incidence angle and is zero when surrounding topography shades



the surface. These effects are Incorporated via the hillshade function in the Arcview Spatial Analyst
Extension. The angle of incidence and shading effects vary with solar azimuth and zenith angle and
are therefore integrated by numerical quadrature; irradiance for a sequence of solar angles is summed
and weighted by the du%arion of time representing the time between sun positons. The timestep for
the model calculatons is one month. Rather than attempt to integrate the direct itradiance for an
entite month we consider that the integrated value for a single day in the middle of any month
provides a reptesentative value. The sequence of angles for integration of radiation over the day
begins after the local sunrise and ends at sunset. The length of the daylight period 1s evenly divided to
determine both the sun position angles and the timestep length for the quadrature. These sun
position angles, time-step length and other solar parameters are described in greater detail in

Appendix D.

Because the model is designed to include topographic effects on solar insolation, a fundamental
part of the shortwave radiation calculations is a routine that uses solar azimuth and zenith angles to
determine the shading and shadowing of any point on the surface of interest. These angles, as well as
the mean Farth-Sun distance, ate affected by cyclical variations in the lunar and planetary orbits on
the scale of tens of thousands of years. Those cycles are believed to have a strong influence on the
long-term climatic variations of the Earth through as-yet poorly understood amplifying feedbacks.
Though the effect on the shortwave radiation at any particular location is relatively minor, the
radiation calculations in the model include the ability to consider the effects of these Milankovitch
cycles ditectly. Furthet details are included in Appendix D - the solar angle and Earth-Sun distance

calculations.

The final output of the Mathcad worksheet describing the orbital and annual variations in sun

position are:



¢ 12 (monthly) values of the Earth-Sun distance correction
e Number of steps for the daily integration (spaced for an open quadrature method such as

the midpoint trapezoidal rule), time interval between measurements
e 12 sets of solar azimuth and altitudes for times specified by the sampling interval
These data are then used by the snow/ice energy and mass balance model to compute the direct,
diffuse and backscattered radiation incident on the sutface during each interval, and the resultant
grids are integrated via the trapezoidal rule. The calculations of diffuse, direct and backscattered
radiation are based largely on the equations desctibed in Dingman [1993]. An additional term to
estimate the elevation-dependence of the incident radiation is based on the data of Klein [1948].

Shading from surrounding topogtaphy and the effect of the slope of the surface on the angle of

incidence is calculated using the hillshade function of Arcview.

Direct component

The incomming direct shortwave radiation, k4, on a horizontal plane normal to the solar beam is
described as kg = T - k'er, where T is the total atmospheric transmissivity and k'gr is the incident
radiation at the top of the atmosphere. The direct irradiance is first modified by the atmospheric
transmissivity. Atmospheric transmissivity is generally calculated as described in Dingman [1993],

except that we determine it for instantaneous, rather than average daily, radiation. The transmissivity
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relatively weak at low angles and the error introduced is small. It would, however, be telatively
straightforward, and mnexpensive computationally, to calculate or input optical path lengths from

Kastens formula [Igbal, 1983] or another better approximation [IKondratyev, 1969].

Relative optical path lengths as a function of hour of day are shown in Figure 5-10. Precipitable
water in the atmosphere is calculated from surface dewpoint temperature using the approximation
described by Bolsenga [1964]. Because the calculation requires elevation-dependent relative humidity
and temperature values, a precipitable-moisture grid is calculated in the main patt of the program and
passed to the insolation calculations. Under constant relative humidity, increasing elevation leads to a

decrease in dewpoint. This results in a slight increase in transmissivity with elevadon.

Many of the published expressions for determining atmospheric transmissivity were derived for

single locations at or near sea-level. Atmospheric transmissivity however is elevation dependent, and

in high-relief terrain this effect on the largest
component of the energy balance may be significant.
0.85 Dozier [1980] repotts that under typical conditions the

incoming solar radiation at 1200 m (elevation at Bishop

o
oo

is 1265 m) is 25% less than at 4400 m. Though the

Atmospheric transmissivity

approximations described above include a dependence

0.75 -
1000 2000 3000 4000 . . L
Elevation (m) on elevation through the calculation of precipitable
""" 10°
— 10° (Klein) water content, that effect modifies the direct shortwave
3L 60°
O 60° (Klein) irradiance only slightly. Klein [1948] examined the

Figure 5-11. Atmospheric transmissivity coefficent
dependence on lemperature at different senith angles
as caleulated in this model (solid lines) and wsing
the polynomial expression of Klein [1948]. developed a polynomial approximation for total

dependence of transmissivity on elevation and

atmospheric transmissivity as a function of elevation. The function is highly inaccurate at high zenith

angles and low elevations, so we incorporated that information using an elevation-dependent
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exponential correction factor that effectively alters the exponential scaling height of the atmosphere
to ~9000 m. Figure 5-11 compates the transmissivities calculated by the model to those of Klein

[1948] for different zenith angles.

Diffuse component

About one-half the energy scattered from the solar beam reaches the surface as diffuse radiation,
and its magnitude is generally about 20% of the total shortwave irradiance. Diffuse radiation in the
model is calculated as described in Dingman [1993], incotpotating, again, a relative optical path-
length-dependent transmission coefficient. The intensity of diffuse radiation is slightly anisotropic
over the dome of sky. Because of the relatively low intensity of skylight however, the isotropic
approximation is sufficient for practical purposes [Temps and Coulson, 1977]. The amount of diffuse
radiation is calculated from the extraterrestrial irradiance on a flat sutface, which is proportional to
the cosine of the angle between a normal to a horizontal plane and the solar zenith angle.
Instantaneous values calculated in that manner are integrated over the range of zenith angles for any
particular day to detetmine the daily energy flux from diffuse radiation. Transmission coefficients
incorporate elevation dependence from the precipitable moisture grid and the optical path length

calculation.

Because the model is primarily designed for high-relief terrain, the diffuse irradiance is reduced
by the degree to which the sky is obscured by surrounding tetrain [Dozier 1980; Temps and Coulson
1977). To obtain the portion of the total sky dome visible from each point on the surface, a
viewfactor grid is calculated by integtating a sequence of solar zenith angles around the compass. A
hillshade calculation at each sun position is used to determine the region of the surface in shadow.
The viewfactor for that solid angle of the sky is zero; all other values indicate visible sky. The

resultant viewfactor for each cell of the surface gtid ranges from 0 to 1 but is generally greater than
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0.7. As the viewfactor does not change unless the surface topography changes, the integration is only

petformed once for each surface.

Backscatiered component

Of the direct and diffuse radiation striking the sutface, a fraction given by the albedo is reflected

back to the atmosphere. A portion of that tadiation returns to the surface and is again partially

reflected and so on. In general, about one-half of the direct and diffuse radiation reflected is

absorbed again. In calculating the backscattered radiation component, we arbitratily assumed that its

local value is influenced by the reflected radiation from an approximately 1-km? area.

Effect of cloudiness on atmospheric transmissivity
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Albedo

We used the approximation of Oerlemans [1992] to
calculate the reduction in atmospheric transmissivity due to
cloudcover. This equation produces values similar to those of
simpler approximations, such as that of Barashkova (Figure
5-12), but includes a correction for elevation, which must be
considered in mountainous tetrain. The expression, written in

terms of cloud amount, n, in tenths, 1s
z, =1-(0.41-0.000065h)n - 0.37#°, Tq. 5-7
where A is elevation, in meters, and 7, is the attmospheric

transmissivity cotrection that is applied to the clear-sky

shortwave radiation value.

Albedo is one of the most important factots in the energy balance of a snow or ice surface

because it directly modifies shottwave itradiadon. Unfortunately, it is also highly vanable (Figure
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5-13) and strongly dependent on the amount of debris contained in the ice and the amount of
melting that has occurred. It is therefore difficult to estimate the albedo for a glacier that has
effectively disappeared. In this study, our initial goal is to calculate the energy balance without prior
knowledge of the shape or the length of the glacier. For that reason, we did not attempt 2
patameterization, like that of Oetlemans [1993], that incorporates distance from the ELA, thickness
of ice melted relative to total ice thickness, or other glacier-dependent factors. Inclusion of these
effects on albedo might improve the model, but would require a stronger coupling between the

surface energy balance and the glacier flow model than we have attempted in this study.

The difficulty in estimating albedo is simplified somewhat because we only need estimates for
the melt season; the calculation of evaporation during the winter is based only on temperature. At
ptesent we use only two albedos in the model, one for melting snow and one for melting ice.
Oerlemans and Knap [1998] analyzed a one-year record of global radiation and albedo in the ablation
zone of Morteratschgletscher, Switzetland. The measured variations in albedo reflect a full cycle of
snow accumulation and ablation and generally reflect a bimodal distribution with a rapid change
between those modes during the spring snowmelt period. During early spring, the albedo is typically
between 0.6 and 0.8, but during April it drops rapidly and is close to 0.4 throughout the summer.
Based on that record, we incorporated an albedo of 0.4 for regions where all of the current winter’s
snowpack had melted and a value of 0.7 for areas where some fraction of the snowpack still

remained.
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Surface Range Mean

Dry snow 80-97 84
Melting snow 66-88 74
Firn 43-69 53
Clean ice 34-51 40
Slightly dirty ice 26-33 20
Dirty ice 15-25 21
Debris-covered ice 10-15 12

Figure 5-13. Shortwave radiation albedos for a range of snow and ice conditions. From Paterson, 1994.
Albedo is also a function of cloud cover, which tends to increase it. To simulate the mean
influence of cloud cover on albedo, we incorporate the expression suggested by Petzold [Male and

Granger, 1981],

% Change From Clear Sky Albedo = 0.449 + 0.0097 " Eq. 5-8

whete cloud amount, #, is expressed in tenths.

As a simple check on the cloudiness dependence of the albedo in our model, we calculated 365
average daily shortwave radiation values for a horizontal surface at 37° latitude and 1300 meters
elevation, with a randomly generated cloudiness function based on mean monthly cloudiness data
from Bishop. The results compare very well with Duell’s [1990] measurements for a site in the

northern Owens Valley.
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Figure 5-14. Simnlated daily average solar radiation on a horigontal plane at an elevation 1300 m with randon
cloudiness (left) compared with daily average solar radiation measurements made during 1984 and 1985 at a site
in the northern Owens Valley [Duell, 1990].

LONGWAVE RADILATION

Outgoing longwave radiation

Outgoing longwave radiation is that emitted by the snow sutface. The total rate of energy

emission I, per unit area is given by

I =¢_ol'

R aowOd s s Eq. 5-9

where o is Stefan’s constant, 7y is the surface temperature in Kelvin. £ow, the emissivity of the snow
sutface is assigned a value of 0.99 because a snow or ice surface radiates as a blackbody in the
infrared. During the ablation season, the temperature of the snow is casily determined because the
snow treaches the melting point but cannot tise above it. Duting the accumulation season, however,
the temperature of the snow, particulatly near the surface, may drop considetably below zero. Thus,
to accurately estimate winter emission, the temperature of the snow must be known, Similarly,

caleulation of the sensible heat flux, which tends to balance the loss due to radiation, also requires

knowing the temperature of the snow. Fortunately, changing the temperature of the snowpack
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tequires much less energy than does melting. The energy required to warm the snowpack back to the
melting point is therefore rapidly supplied in the eatly spring and we ignore that heat transfer in our

approach taken by Oetlemans (1992) and others, and assumed that the temperature of the snow

energy balance calculatio br the temperature of the snow duting the melt season we used the

sutface stays close to the melting point.

Incoming longwave vadiation

Longwave tadiation emitted by the atmosphere under clear skies is given by
I =¢0T", Eq. 5-10
where &, is the atmospheric emissivity. Calculation of clear-sky atmospheric emissivity in the model is

perfotmed using the expression of Idso and Jackson [Male and Granger, 1981],

£, =1-0.261-exp{-7.77-10" - 273-T?)}, Eq. 5-11
as it involves only air temperature (Kelvin) as a variable. Numerous empirically derived expressions

have been developed to model longwave radiation from the atmosphere and most of these produce

results that are quite similar?.

Cloudcover tends to increase the longwave emission received by the snow, as clouds are a
relatively powerful source of thermal radiation [Kondratyev, 1973]. We model the increase in thermal

emission from the atmosphete due to the presence of clouds using the expression suggested by

nura [Arnold, 1996] to relate effective emissivity, &, cloudiness fraction, #, and clear-sky

emissivity, &,

g =(1+026-n)e,. Fq. 5-12

7 Male and Granger [1981] report that studies have shown that the Idso-Jackson and Swinbank formulae tend to
underestimate longwave atmospheric emission by as much as 8% during parts of the diurnal cycle. This should be
considered if the model is adapted to calculate energy balance at that temporal scale.
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Longwave emitied by surrounding susfaces
In areas of high relief, the longwave radiation emitted by sutrounding terrain makes a significant
contribution to the total longwave flux at a point. Male and Granger [1981] explain how the

contribution may be accounted for:

“In order to caleulate this contribution the point in question is considered to be at the center of an
imaginary hemisphere. The unobscured fraction of this hemisphere, termed the thermal view factor,
V', is determined by a comparison with the slevations of surronnding lerrain. It is expressed as a

Y

H is the average horizon angle. Details concerning the calenlation of horigon angles are given by
Dogzier and Outealt [1979]. Total incoming radiation af a point is computed from

L=(g,0T," W, +(e,0T,)Y1-V,)

where & is the emissivity of the surrounding surface and T; the surface temperature. Marks and
Dogier [1979] point ont that the view factor is usually greater than 0.9 and therefore reasonable
approscimations are adequate for Ts and &.”

Longwave emission from the surrounding terrain is calculated using a value of 0.4 for the surface
emissivity and the viewfactor grid discussed previously, rather than the cos?(f) expression suggested

by Male and Granger.
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In order to determine the longwave energy flux to the surface, we must integrate the incoming

and outgoing longwave functions over the 24-hour

0 ] T
WMM - .
— period we choose as representative of the monthly value.
-1 . . S
5 Jttiat Often, however, the only information available is the
S S o
s "2 month’s average temperature so the model currently uses
- only average temperature in the calculation of the
longwave emitted by the atmosphere. (This is not a
K o :
0 0 significant issue with snow surface radiation, as the
Mean Temperature (°C)
= Amp = 10°C . . .
_____ Amp =20°C temperatute is assumed to remain fixed) Figure 5-15
Amp =30°C

illustrates the error resulting from using the mean daily
Figure 5-15, Error caused by calenlating

atmospheric longware radiation from a mean
temperature instead of integrating over the
diurnal temperature cycle.

temperature rather than integrating over the diurnal
temperature cycle. The relatively small difference in the
integrated value is due to the fact that although longwave emission is a highly non-linear function of
temperature, the temperature is in Kelvin. The differences in the temperature are thus very small
compared to the mean value of the temperature itself. As the plots illustrate, the error is less than 5%
even when the diurnal temperature range is as much as 30°C (54°F) and most of the error is actually
due to non-linearity in the emissivity function. Interestingly, based on data from the National
Weather Service, www.weatherpages.com lists Bishop CA as the U.S. city with the greatest diurnal
temperature range (www.weatherpages.com/variety/diurnalhtml). Although that term is not well
defined, the listed range for Bishop, 108.9°F, appears to be a maximum range. Based on the National
Climatic Data Center summary data for Bishop (Appendix C), the mean monthly diurnal temperature
ranges from about 32°F in January to 41°F (~23°C) in July. Although the model currently uses only
the mean temperature for calculation of the longwave energy flux, mean monthly maximum and
minimum temperatures are commonly available. It would be relatively straightforward to add that

data to the model input and incorporate an analytical expression that would integrate the longwave
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equations over that range.

Summary of effects of clondiness

Cloudiness has a number of effects on the surface enetgy balance. It tends to decrease the largest
patt of the energy balance - the direct shortwave component - while increasing the much smaller
diffuse component and increasing the longwave radiation received by the snow sutface from the

atmosphere. In this model, cloudiness is incorporated through the following calculations:

® Reduction in atmospheric transmissivity for shortwave radiation
e TIncrease in snow surface albedo for shortwave radiation

e Increase in longwave emission from the atmosphere

TURBULENT ENERGY EXCHANGE

We calculate the turbulent transfets of sensible and latent heat using a simple bulk transfer
scheme [Patetson, 1994], in which a single dimensionless transfer coefficient summarizes the primary

characteristics of the turbulent air exchange, such as surface roughness, vertical profiles of
temperature and wind speed, and atmosphetic stability. In this approach, the sensible heat flux, #, is
a linear function of the bulk transfer coefficient, &, wind speed, i, and the difference in temperature
between the snow, Ty, and the ambient air, 77

H=pe ki(T-T,), Eq. 513

where pis the density and ¢, the specific heat capacity of the ambient air. The latent heat flux,
similarly, is proportional to wind speed and the difference in vapor density between the surface of

the snow, g, and the ambient air, g,
L= pku(2, +2, g -q,), Eq. 5-14

where A, and A, are the specific heats of vaporization and condensation, respectively.
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Because the heat transfer coefficient is a function of local processes, it 1s difficult to evaluate for
ice bodies, like the Tioga-age glaciers of the Sierra Nevada, that no longer exist. Assuming that
turbulent heat exchange processes are similar within the region, we used the detailed energy balance

measurements of Marks e al [1992]

OLake 140
1Ridge 120 | and Marks and Dozier [1992] to
{xl m e
100 1 @,4"’ estimate 1its value. We calculated the
& 80 - e ©
= oAn . .
@ 60 - & - il transfer coefficient by regression of
g 401 - y = 1.3462% + 21,660 _ _
= 200" Re=07804 | their sensible heat flux data because
e R S |
60 40 _»%20 20 ¢ 20 40 60 go they appeared to have a much higher
»
-40 - signal to noise ratio than did the latent

T*U(°C*m sec™)
heat data. Figure 5-16 shows the

Figure 5-16. Monthly sensible heat (H) values from the Emerald
Basin [Marks and Dogier, 1992] plotted against the product of reported monthly average sensible heat
mean temperature and wind speed. Box shows the equation and R’
value for a linear regression (dotted line) of the data. fluxes for 1988 - 1989, plotted against

the product of wind speed and temperature from two sites in the Emerald Basin. Linear regression of
those data, constrained to intercept the origin, has an R? of ~0.5. This regression yields a
dimensionless transfer coefficient of 0.0019. A better fit (R*> = ~0.8) to the Marks and Dozier data is
a line of lower slope that does not pass through the origin. That regression yields a heat transfer
coefficient of about 0.0015, with an offset in the monthly average temperature of +2.6°C. The energy
balance model employed for this study uses the lower transfer coefficient and, for the sensible heat
flux, a temperature offset of 2.1°C. The temperature offset is not applied to the latent heat flux
calculation. In retrospect, it would be better to use the simpler linear regression with the zero-y-
intercept for both calculations; sensible heat values for periods at or near 0°C are nearly negligible, so

the difference likely adds complexity without a corresponding increase in accuracy.

Some formulations of the sensible heat term lump wind speed into the bulk transfer coefficient.
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Compatison with those values requires an assumed wind speed. Paterson [1994] lists dimensionless
transfer coefficients found in a number of studies. Table 5-2 lists those values and additional data
from Oerlemans [1992] and Kuho [1979]. The values of 0.0015 and 0.0019 calculated from
alternative regressions of the Marks and Dozier [1992] data compare well with published values and
the range of values in Table 5-2 suggests that the magnitude of the uncertainty associated with this

patameter is on the order of a factor of two.

Transfer

Surface Reference
coefficient x 1000
Snow 1.66 Holmgren, 1971, Part D [see Paterson, 1994]
Snow/ice 2.0 Hogg and others, 1982 [see Paterson, 1994]

Snow 1.3 Ambach and Kirchlechner, 1986 [scc Paterson, 1994]
Tce 1.9 Ambach and Kirchlechner, 1986 [see Paterson, 1994]
Tce 3.9 Hay and Fitzhazris, 1988
Ice 4.5 Kuhn, 1979

Snow/ice 1.1 QOerlemans, 1992
Snow 1.5-19 Regression of Marks & Dozier [1992] data

Table 5-2. Sensible heat transfer coofficients from the hterature, The value for Oerlemans is
calenlated from the published bulk transfer coefficient and an assumed average wind speed of 6
m/ sec.

Based on values reported in the literature, Paterson suggests that the transfer coefficient for ice
may be approximately 30% greater than that for snow. Accordingly we incorporated an adjustment
to the turbulent transfer equations that increases the sensible and latent heat exchange terms by that

amount when all of the wintet’s snowpack has melted.

ADVECTIVE HEAT TRANSFER

This is the energy gained by the ice from precipitation because the rain is warmer than the
melting point. It is calculated using the mean air temperature for the month and the amount of
precipitation falling as rain (also a function of temperature). Note that this term does not include the

effect of the phase change when rain freezes into the snowpack. Because the snow is assumed to be
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at the melting point already, that phase change would also release the heat needed to melt that

amount of snow.
CONDUCTIVE HEAT TRANSFER

The heat conducted into a glacier is generally a small part of the encrgy balance. Based on the
energy balance measurements of Marks and Dozier [1992], we used a constant value of ~1 watt/m?
for the Bishop Creek area during the ablation season. Though conductive heat fluxes are slightly
higher in the winter, the model currently does not attempt to account for the potential basal melting

that could occur before the entire thickness of the glacier reaches the 1nelﬁng point.

INTERMEDIATE GRID EXAMPLES

The snow/ice energy and mass balance model computes monthly grids for cach of the
meteorological and energy balance components. These grids are intermediate to the final net
accumulation map produced for the prescribed surface. Examples of some of the intermediate grids

for the Bishop Creek watershed are shown in Figure 5-17.
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GLACIER FLOW MODEL

The enetgy and mass balance calculations described in the previous section are used to determine
a net annual snow accumulation rate on a snow/ice surface for a given set of climatic parameters.
The region where that rate is positive effectively defines the accumulation area for the glacier
cortesponding to those climatic conditions.® There, annually accumulated snow builds up until
increasing stress causes the mass to flow outwards. As the accumulation area tends to be at higher
altitude, the outward flow generally transports the ice mass downhill, into areas where the net
accumulation rate is negative. This becomes the ablation area for the glacier. If climatic conditions
temain telatively stable for a sufficiently long period, this area will eventually grow to a steady-state
condition where net annual ablation from the glacier equals the net annual accumulation. To predict
the glacier that would exist under given climatic conditions, we use a 2-D, in the horizontal plane,
glacier flow model to determine the ablation area. The flow model calculates the time-dependent flux
of ice into or out of each cell in a grid from a set of finite difference equations relating flow to ice

thickness, surface-slope and bed-slope. This section describes the physical basis for those equations.

For ice, the constitutive equation relating the shear strain rate to the applied shear stress is Glen’s

law,

&, =At.", Eq. 515

zx X

whete &, = shear strain rate along the x-y plane in the x ditection,
A = flow parameter, and
Tz = shear stress along the x-y plane.

Widely different values of n and A have been obtained by different experimenters but #=3 is
generally adopted for glacier studies (Paterson, 1994). The value of the fitting parametet, 4, is

dependent on temperature, pressure, crystal size and orlentation, the presence of liquid water, the

8 This assumption may be invalid in cases where ice flowed in or out of the defined basin boundary.
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presence of impurities and other factors. The shear stress is the driving stress for ice flow and it is a
function of the thickness and geometry of the glacier. Paterson [1994] states, “... basal shear stresses
in alpine valley glaciers usually lie between 50 and 150 kPa.” For the simple case of an ice mass of

constant thickness flowing on an inclined surface (Figure 5-18) in the x direction, the driving stress,

T, i the vector component of the normal force along the plane of the incline,
T = pg-H sin{a), Eq. 5-16

where p = ice density,

g = acceleration of gravity,

H = ice thickness, and

o = slope of ice surface (from horizontal reference).
For the ice slab to be stationaty, the driving force must be balanced by an equal and opposite basal
shear stress, 7... As surface slopes in real glaciers tend to mitror average bed slope, we can use the

relationship

T
=t Eq. 5-17

~p-g-sin(@)
to estimate glacier thickness as a function of bed slope. The average density of ice is ~900 kg/m?,
and slopes along Bishop Creek below the confluence of the Middle and South Forks are typically
about 3°, Assuming a basal shear stress of ~100 kPa, this relationship suggests that glacier
thicknesses in Bishop Creek might be on the order of 200 meters. A correction factor of 0.5 to 0.9 is
usually applied to the denominator in equation 5-17 for valley glaciers [Paterson, 1994], indicating

that actual thicknesses might be more on the order of 300 meters.
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Figure 5-18. Hypothetical glacier cross-section (longitudinal slice) illustrating the driving stress for a

parallel-sided (top and bottom sides, that is) slab of ice on an inclined plane.
While differences between the slope of the surface and the slope of the bed introduce some

differential stress, it can be shown [Paterson, 1994] that when the slopes are small, the basal shear

stress is the same as in the case of a slab of ice of constant thickness.
To relate ice flow to shear stress, we incorporate the constitutive equation relating shear strain

rate to the driving shear stress. By the flow law for ice, the strain rate, &, , is related to the shear
Eq. 5-18

stress by £ = A”L'zxn ; for simple shear in a parallel-sided slab model of a glacier, the velocity at a

point, #, is related to the shear strain rate [Paterson, 1994] by
. ldu
T 2ds

Eq. 5-19

The velocity is therefore related to the shear stress by
1 du
——=Ar_.

2 dz

Shear stress, and therefore strain rate and velocity, varies with depth in the ice slab by the relation
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[Paterson, 1994]
7, = pg(H - z)sin(a) . Eq. 5-20
Substituting equation 5-20 into equation 5-19, and integrating, gives the velocities as a function of

depth:

5

U, —u= ﬁ(,()g sina)" (H —z)™" Eq. 5-21
n+1

24 . .
u, —u, =m(pgsma)”H” L Eq. 5-22

Here, u, and u; are the surface and basal velocities, respectively, and u is the velocity at depth (H —2).
Integrating equation 5-21 and dividing by thickness gives the average horizontal ice velocity for
laminar flow due to deformation, @y

24
n+2

i, —u, = (pgsina)" H™. Eq. 5-23

If n is taken as 3 [Paterson, 1994] this can be written as the following function of the basal shear

stress:

_ 24
u,—u, = —S—Hrz_f. Eq. 5-24

The velocity due to sliding at the base is more difficult to analyze because it depends on the liquid
pressute in the glacier; we use a simple form similar to that described by Fastook and Chapman

[1989] and Pfeffer ez a/ [1997],

T, ?
U, = E 5 Eq. 5-25

where B’ is an adjustable, glacier-specific, parameter that depends on the mechanical and thermal

properties of the ice, charactetistics of the bed, and basal water pressure. The depth-integrated ice

velocity, 7, is the sum of the velocity due to deformation, iy and the velocity due to sliding, up.
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Dropping the subsctipts from the basal shear stress term, T, to simplify notation for other coordinate

systems, the depth-integrated velocity equation is

|

2
— T 24
:ud+ub=( Z"j +=ZHr . Eq. 5-26
This is similar to the expression commonly used in many 1-D, centerline flow modeling studies

[Oerlemans, 1988; Schlosser, 1997],

ke
u,=—— +kHr, Eq. 5-27
N

+

u=1u,

where k; = constant of proportionality relating velocity due to deformation to ice thickness,
k, = constant of proportionality relating velocity due to sliding to ice thickness,
H = ice thickness,
N = notmal load on bed (p-g-f).

Because of the larger basal shear stress exponent in the sliding velocity term of equation 5-7, and the
normal stress in the denominator of that equation, the equations differ by factor of sin(«). The flow
constants for velocity due to sliding and deformation are expressed in different ways by different

authors. In keeping with Pfeffer ef a/. [1997], we now write equation 5-27 in terms of coefficients, 4
and B’, where 4’ follows the form &, = (sz / A')3 . Including a propottionality factor, £, that

represents the proportion of flow due to sliding; and dropping the subsctipts from the basal shear

stress 7, equation 5-27 becomes

2 3
— T 2( 7
U= f(gj + (1 —f)H_(XJ . Eq. 5-28
The flux per unit width of the glacier, g, is the depth-averaged velocity multiplied by the thickness of

ice, I
T ? 2(r }
=uH=H| fl— | +U-f)H—=|—| |. Eg. 5-29
g=1u f(BJ (1- 1) S(A’j} q
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For a horizontal reference plane, instead of the sloped reference plane described in Figure 5-18, the
basal shear stress, 7, in the X ditection would be

oh
T =—pgl—, Eq. 5-30
Pg o 9

where H, as before, is ice thickness and 4 is snow-surface elevation above datum. Substituting

equation 5-30 into equation 5-29, the ice flux in the x direction, ¢x, is given by

pgH 8h)2 2( pgll ahf
=—H| f| L2 +(1-f)HE 2L Eq. 5-31

GENERAL CONTINUITY EQUATION

To describe the two-dimensional distribution of glacier ice as a function of climate — as reflected
in the spatially distributed map of net annual ice balance at the glacier surface — we developed our
flow model for 2-D flow in the horizontal plane. The cotresponding mass continuity equation, still

assuming flow occurs only via plane strain, is

oh _ . %, aq,

= e Eq. 5-32
ot o

where h = ice surface elevation above datum,
M = annual snow balance,
g = ice flux per unit width of ice, and
x and y are subsctipts indicating the direction of flux.
The expressions for flux, g, in equation 5-32 ate highly non-linear. For solution via finite differences,

we rewrite equation 5-32 as a non-linear diffusion equation with the non-linear elements of the flux

terms lumped into a conductance tetm, £;

Oh _ar O 4 O |2\ 1 P ]
o =M 6x{ kx(h)ale 0y|: ky(h)ay] Eq 5-33

The coefficients, &, and £, ate determined by expanding the flux equation (3-31),
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oG () (@]

and dividing through by the gradient of the surface elevation to give

ko= f(”gjlfgfj +(i- f)[ ]

B’
Taking the density of ice as constant and lumping appropriate constants into the coefficients of

ah
8x

} . Eq. 5-35

sliding due to sliding, ¢z, and deformation, ¢4, the conductance term can be simplified to

3|Oh ch

(=)t

- fegH

} : Eq. 5-36

where ¢4 = coefficient for deformational velocity and
cp = coefficient for sliding velocity.

FINITE DIFFERENCE FORM AND SOLUTION

The above equations properly describe only 1-D flow in an ice sheet, without longitudinal or
compressive stresses. In a valley glaciet, where thete is both longitudinal compression and extension
in three dimensions, this simple plane-strain model is only approximate. Qur primary goal in this
application, however, is not a precise model of ice thickness, shape and flow patterns of the former
glacier but only the position of the terminus at steady state. At steady state, the shape of the glacier is
ptimarily a function of the plasticity of the ice and the annual mass balance at the surface. The
former determines how the ice interacts with the topography; extremely stiff ice can be considered to
be only weakly influenced by topography, as it may not flow until its thickness is much greater than
the topogtaphic relief. Ice of lower viscosity, by comparison, is generally thinner and, thereby, more
sensitive to subtle variations in topography. In applying the plane-strain equations to a valley glacier,
we assume that (1) ice thickness is the primary control on how the glacier interacts with the

topography and (2) thicknesses calculated using the plane-strain flow model are, at least to a first-
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order, reasonably accurate and that inaccuracies in thickness due to the inadequacies of the flow
model are effectively second order. By using flow parameters that produce a glacier thickness that
matches the geological evidence reasonably well, we can therefore capture the essential characteristics
that control the position of its texminus,

We use a fully explicit, centered in space, finite difference form of the mass continuity

expression, equation 5-33. For flow in two dimensions, with a source term, M, this is

WKy _{[q,% ~ao] = ]}", o 537
At Ax Ay

Expanding the flux terms in terms of the finite difference surface gradient and conductance

term, &, yields

n+l n n n n n 2
hyy —h, - M, RN g T g By — R, ___L{ )
= B n| iy efs
At Ax I Ax I Ax Ay
Eq. 5-38
W.o-h B[
n " i+l 4, n ivly g
where ki+%,j = fCB( ,-+%,J)3—JXX”—J+(1—f)CA(HH%J)5—JAx—J . Eq.539
i+44,] )

Here i = cell number in the x direction,
J = cell number in the y direction, and
1 = time-step level.
Using the curtent values of ice-surface elevation, ice thickness, and the source term, these

equations ate solved at each time step for a new ice-surface elevation. To remain stable, the Courant

number, which is proportional to both timestep and diffusivity (here represented by the conductance

5-42



tetm) must be less than unity. To ensure

stability, the model continually calculates
and uses the maximum allowable timestep
according to that criterion. The timestep
thus decteases rapidly as ice thickness and

ice-surface slope increase,

The solution method is, in general, a

standard - fully explicit, 5-point, finite

difference approximation (Figure 5-19). The

Fignre 5-19. Five-point finite difference star used to calenlate
ice-flow velocities. unknown location of the boundary of the

ice, however, introduces several difficulties that must be addressed for successful application of the
finite difference method. The primary dependent variable in the model calculations is ice-surface
elevation, the behavior of which is not constant across the grid. Ice-surface elevation can increase or
dectease in ice-covered portions of the grid but can only increase or remain constant in ice-free areas.
The finite difference formulation of the continutty equation does not inherently recognize this
difference and conditions that lead to a decrease in ice thickness can thus lead to errors. In our
model, these errors are cotrected after each application of the finite difference equations. The
conditions that require subsequent corrections include (1) ablaton in cells where the ice thickness is
zeto, and (2) a positive divergence that exceeds the mass of ice in a cell. These difficulties reflect the
fact that this is actually a moving-boundary, or Stefan, problem.- The approaches we used to deal
with some of the resultant difficulties are summarized below.

1. The net annual snow accumulation term may be positive or negative. The source term

consequently acts to continually reduce elevation in ice-free areas. Where the resultant 1ce-

thickness 1s less than zero, the ice-surface elevation is simply corrected back to match ground-
surface elevation.
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2. In steep terrain, or where there are large contrasts in the accumulation rate, the gradient and
conductance may lead to a flux out of a cell that is greater that the mass of ice contained in it.
This creates inapproptiate mass and must be prevented or significant mass balance problems will
develop. As the possibility of such an occurrence during a time-step is not known a priori, results
of each thickness adjustment are compared to the divergence to determine whether or not this
error has occurred. ‘Delinquent’ cells - whete the new ice surface elevation is lower than the
ground surface elevation - are first reset to zero ice thickness (ice surface elevation equals ground
surface elevation). The ratio of the mass of ice removed to the total mass that exited the cell is
then used to cottrect mass in the adjacent cells that teceived flow from the delinquent cell.

3. Tce can flow from ice-covered cells to ice-free cells, but not vice versa. To prevent that
occuttence, the sutface-gradient-dependent conductivity between two cells 1s set to zero if the
ground elevation of the ice-free cell is greater than the adjacent ice-surface elevation.

The solution method was programmed in FORTRANO90, using allocatable arrays to allow
changes in grid dimension without changes to the code. The “5-point star” finite difference
expression is wtitten as a series of FORTRAN90 matrix (rather than 1-D array) calculations, using
pointers to reference the appropriate subsections of the full grid. The FORTRAN code is included in
Appendix F. The program begins by reading in a NAMELIST-type parameter file for locations of
files and control parameters for flow, timestepping and other issues. It then reads a rectangular grid
of surface elevation data and determines from it the grid structure for other input grids and
subsequent matrix calculations. Subsequent input grids include the net accumulation map calculated
by ‘the enetgy/snow balance model and ice thickness, which may be output from an earlier
simulation. Ice thickness can also be entered as a single valued constant, using the appropriate
statement in the parameters file. The net accumulation grid represents a source term in the model. It

is input in units of millimeters of water per year® and is then converted to meters of ice by

multiplying by (1000 gms water/900 gms ice) / 1000 mm m-.

Boundaty conditions for the simulation are determined from the shape and values of the input

gtids. The primaty boundaty is the edge of the drainage basin. This is a no-flow boundary and may

? Qutput of the energy/mass balance model is in units of mm/year so that it may be stored in integer, rather than floating-
point, form, thereby reducing file size.

544



be chosen to restrict flow of the ice to areas where the topography that once constrained the glacier
has been altered. The model determines the location of this boundary By examining the soutce term
grid. Cells outside the basin have a null-data value (-9999) while active cells desctibe the net
accumulation rate of glacier ice in millimeters per year. To simplify description of the boundary, two
‘connection’ arrays are generated with value 1 between active nodes and value 0 where one of the
adjacent nodes 1s inactive. The séparate arrays represent connections between cells in the x direction

and y direction.

Calculations begin with determination of the inter-node conductances, which represent both the
depth-integrated ice velocity and the thickness available to accommodate flow. No-flow boundary
conditions are applied by muldplying the static connection matrices by the time-dependent
conductance terms. The conductance is non-linear function of the average thickness between two
cells and the absolute value of the ice-surface gradient between the two cells. Due to the non-linear
nature of the equations, it is difficult to determine the correct thickness to use in the conductance
term. Lacking evidence to suggest a more complicated form, we used the average thickness between

neighboring cells as the appropriate height.

After determining the ame-dependent conductances, the continuity equation is applied to
determine the change in ice-surface elevation at each cell. Corrections are then made, as necessary, to
account for changes in the glacier boundary, and the ice thickness is then recalculated. A variety of
descriptors of the glacier mass balance and extent are then printed to screen and file, depending on
the specified output frequency. The code then returns to the calculation of conductances and repeats
the above-described process. Execution is halted when the specified maximum number of timesteps
or a specified maximum time is reached. Primary output is a grid of ice thickness values. This is
prnted at the end of the simulation and at intervals during the simulation as specified by the user.

This allows the user to track vatious indicators of the glaciet’s movement and stop the simulation
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when the desired final condition is reached.

FLOW PARAMETERS

In studies of modern glaciers, the coefficients for the deformation and sliding velocities (k1 and
k2) are commonly used as fitting parameters to match glacier thickness along a flow line, typically
using a one-dimensional flow-line model of the glacier. The range of reported values for these
constants (Table 5-3) provides some indication of the range of values that might provide reasonable
simulations for alpine glaciets, although, as discussed previously, most of those studies use an a
sliding velocity term that is more sensitive to the surface slopé of the glacier. Figure 5-20 illustrates

the relationship between ice flux (m?/yr per unit width), ice thickness and ice surface gradient given

by application of the constants used in our model.

ki k2

Reference (yr1kPa®)  (myr! kPa?)

| Paterson, 1994
| Schmeits & Oetlemans, 1997
| Oerlemans, 1988

Qerlemans, 1989
Stroeven, Van De Wal & Oetlemans, 1989
I;qubrechts, Nooze & Decleir, 1989

e e wm e e e e e e s omeie e mm mm mw e e s = = .

Average of above values
Maximum:minimum ratio

~ZT O g oW

Pfeffer ¢ al., 1997

Table 5-3. Empirically determined coefficients for glacier ice flow due to deformation (k1) and sliding

(k2). Row G shows the average of many values reported in the literature, and row H provides the
ratio of the largest of the values to the smallest. Row I shows the values used by Pfeffer et al. [1997]
that assumes a shightly different form of the sliding velocity term than those studies listed in rows A
through F. Values nsed in this study are shown in row J.
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Figure 5-20. Lag ice flux (m/yr per unit widih) contours as a function of ice thickness (m) and ice-surface gradient.

Flow parameter, f, equals 0.5 (i.e. equal weights are assigned to the shiding and deformation terms of the ice flow
equation). Arrow indicates that at a surface slope of ~2%, and initial ice thickness of 120 m, a tripling in ice flux from
~900 #/ lyr to ~2700 di Cyr (per anit width) requires an increase in thickness of ~35 m.

In this application, we know the position of the sutface of the ice only approximately. Though
we can still tune the model by vatying the ice-flow parameters, it is unrealistic to attempt to refine the
fit by varying the relative proportions of flow due to sliding and deformation. Assuming that such
tuning would cause only minor adjustments in ice thickness, we used constants for the deformation
and velocity terms that effectively attributed most of the flow to deformation (Table 5-3). We
conducted initial simulations with the flow model using the deformation coefficient, k1, presented by
Paterson [1994]. The resultant ice thickness for the Tioga maximum glacier was generally a good
match to estimates based on trim-line altitudes and moraine heights but appeared slightly thin in the
ablation area where the left lateral moraines provide a good guide to the actual glacier thickness.
Based on the necessary change in thickness and the average gradient along the center flow line, we
calculated (as demonstrated in Figure 5-20) that reducing the ice-flow parameters by a factor of ~5

would increase the surface elevation by the appropriate amount. These values, shown in the last row

of Table 5-3, were used for all subsequent simulations.
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CHAPTER 6 - PALEOCLIMATIC INTERPRETATION OF CHANGES IN GLACIAL
EXTENT USING 2-D MODELS OF SNOW/ENERGY BALANCE AND ICE FLOW

The snow/ice energy and mass balance model and glacier flow model developed for this project
can be used in a number of ways to improve our understanding of the relationship between climate,
topography and glacial extent. In this study we focus on using the models to aid in the interpretation
of glacial landfotms that describe the past extent of alpine glaciers. Traditional approaches to
interpreting such features are commonly based on empirical relationships between glacier shape,
equilibtium line altitude (ELA), and temperature. Those methods generally neglect spatial variations
in snow accumulation that result from topographic controls on energy balance. They also require
fairly detailed reconstructions of paleo-glacier shape, which are typically derived from limited field
evidence. In this section we demonstrate how 2-D models of energy balance and ice flow improve on
those methods by, among other things, explicitly addressing one of the primaty controls on both
energy balance and ice redisttibution in alpine glaciers — the topography itself. Unlike the landforms
in the basin, the topography requires little interpretation, is little changed since the last glacial period,

and a wealth of data is available to describe it at a variety of resolutions.

Though these models could be applied to virtually any surface, we demonstrate them using data
from Bishop Creek, California and, to a lesser extent, two smaller basins — Horton Creek and McGee

Creek — within a few kilometers of that basin.

ACCUMULATION AREA RATIO (AAR) METHOD AND LAPSE-RATE ESTIMATES OF
TEMPERATURE DEPRESSION
An alpine glacier consists of an area of net annual accumulation, in the upper colder patt of the
basin, and an area of lower elevation where thete is net annual ablation of ice. The glacier achieves a
steady-state mass balance by transporting the ice accumulated in the higher elevations to the lower

elevations, where the ice is removed via evaporation and melting. The line separating the
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accumulation area from the ablation area is the equilibrum line and, as it generally follows an
elevation contour, its elevation is known as the equilibrium line altitude (FLLA). At or near steady
state, increased glacial extent is associated with an increase in accumulation area and, consequently, a
decrease in ELA. A relatively simple method of estimating the climatic difference represented by
differences in glacial extent is to apply a simple lapse rate calculation to determine the difference in
temperature represented by the difference in ELA of the glaciers. This of course requires the average
ELA of the glaciers. That may be readily determined for modern glaciers but it is considerably more
difficult to estimate for prehistoric glaciers. Fortunately, many measurements of modern glaciers
demonstrate that the accumulation area of an alpine glacier is typically about 65% of the total glacier
area (Meirding, 1982; Porter ef a/, 1983). Thus, if the general outline of the glacier can be constructed
from glacial moraines, trim lines and other such evidence, its ELLA may be estimated by assuming an
accumulation area ratio (AAR) of ~0.65. An abundance of geologic evidence in the Bishop Creek
basin indicates that the outline of the Tioga IT glacier in Bishop Creek was approximately as shown in
Figure 6-1A. A polygon defining the entire accumulation and ablation area of that glacier would thus
appear as shown in Figure 6-1B. From similar evidence, we estimated the shape of the Tioga 11
glacier within the Middle Fork and North Fork drainage basins (little evidence of terminal position
remains for the South Fork pottion of the glacier). That glacier extended to just below the
confluence of the South and Middle Forks. From the hypsometry of the basin within those areas
(Figure 6-2), AAR-based estimates of ELA for the Tioga IT and Tioga IV glaciers arc 3200 and 3300
meters, respectively. EILAs of the small crque glaciers that presently exist in the basin are about 3800
m; so the ELA deptession associated with the larger glaciers is approximately 500 to 600 meters.
Assuming an environmental lapse rate of ~7°C/1000 m, the temperature decreases associated with

the Tioga and Confluence glaciers are on the order of 3.5°C and 4°C, respectively.
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Figure 6-1. USGS Digital elevation nodel (DEM) for the area of the Bishop Creek drainage basin with streant and
stream diversions from the USGS hydrography digital line graph map. Drainage basin for Bishop Creek above Coyote
Creek is shown in white. Black outline (A) is the Tioga maxcimum ice extent as inferred from field mapping of slacial
Seatures. Right-hand figure shows the areas used for calenlating integrated surface balance for the Tioga maxcimum
lacier (bine outline) and the Tioga IV glacier (red outline) in Bishop Creek.
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Figure 6-2. Hypsometric curves for the areas defined in the polysons shown in Figure 6-1. Solid line is
hypsometric curve for the Tigga I placier area, dashed line is for the Tioga IV placier. Dashed vertical lines
indicate elevations that would describe an accumulation area ratio of 0.63. The ELA of the modern glaciers,
approximately 3700 meters, is shown for comparison.
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Simple lapse rate estimates are prone to etror because they commonly neglect other climatic
controls on snowline and ELA, not the least of which is the relationship between precipitation and
elevation. Though this can be accounted for by considering the modern elevation-distribution of
seasonal snowpack thickness, a mote difficult problem lies in determination of the actual ELA
depression, which requires comparison of the modern glacial ELA with that of the paleoglaciers. The
modern cirque glaciers exist only because of the dramatically decreased radiation incident in the
extremely protected cirques that exist in the rugged topography near the crest. The ELA on those
glaciers is thus much lower than if the gentlet relief of the lower mountain slopes extended up to and

beyond those elevations.

Differences in ELA therefore reflect mote factors than can be accommodated with a simple
lapse rate model, and conversion between changes in temperature or other climate parameters, and
changes in snow distribution, must account at least for the most influential of these factors. The

enetgy and mass balance model developed for this study is designed to perform that function.

APPLICATION OF THE 2-D SNOW AND ENERGY BALANCE MODEL TO THE

RELATIONSHIP BETWEEN GLACIERS AND CLIMATE

The energy and mass balance model calculates the monthly accumulation and loss of snow under
climatic conditions ptesctibed as a change from the existing climate. In addition to temperature and
precipitation, prescribed changes may include virtually any of the climatic inputs or constants
incorporated in the model, including, for example, wind speed, surface albedo, snow surface
temperature, cloudiness, and turbulent heat transfer coefficients. Model output includes tabulated
monthly and average annual meteorological and energy balance values for selected locations on the
gtid and a final grid of net annual snow (water equivalent) accumulation. Figure 6-3 displays the net
annual accumulation map for a simulatdon of modern climatic conditions. The model predicts that

great depths of snow could be removed from virtually all but the most rugged parts of the crest. Near
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the mouth of Bishop Creek, for example, the net accumulation map indicates that melting and
sublimation/evapotation could remove >10 meters of snow water equivalent annually. A shaded
relief image (Figure 6-4) of the higher elevation parts of the drainage illustrates the importance of
aspect on the distribution of modern snowfields and glaciers. Areas of significant accumulation are
almost entirely restricted to the north sides of steep ridges and peaks, where shade occurs during

much of the day.

Figure 6-5 shows average annual values of the main energy balance components for South Lake,
in the South Fork of Bishop Creek for simulations of the modern climate and climate that is 4°C
colder. Colder temperatures are reflected primarily in a decrease in sensible heat transfer to the snow

and an increase in the enetgy removed via longwave radiation and sublimation and evaporation.

CLIMATIC SENSITIVITY OF ELA

Snow accumulation predicted by the energy and mass balance model displays a high degree of
variability within the basin, resulting primarily from topographic control on the net shortwave
radiation balance. Equilibrium line altitude in the basin is thus a very local effect that depends not
only on climate but also on topography. Under modern conditons for example, the ELAs of various
snowfields and glaciers within the Bishop Creek drainage vary by at least 100 meters. In order to use
a single parameter to compare the snow accumulation distribution under such conditions to those in
which most of these indepéndent glaciers would coalesce to form one large glacier, we define here

the local ELA as the average ELA of all the petmanent snowfields and glaciers within the basin.
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Figure 6-3. Modeled net annual aceumulation of snow (mm of snow water equivalent) in the Bishop Creek basin for

modern climatic conditions. Biue indicates areas of positive net accumulation. Red indicates arear of negative net
aceumnlation (ablation). Grid is universal transverse mereator projection showing northing and easting in meters.
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Figure 6-4. Enlarged view of a portion of Figure 6-3 shown as shaded relief. Color-coding for net annual accumnlation of
snow (mm of snow water equivalent) is only approximate due to relief shading. Areas outside the Bishop Creek drainage
basin are color-coded by elevation, not snow accunilation.
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Figure 6-5. Comparison of annual average energy fluxes at South Lake in the South Fork of Bishop Creek for (left)
modern climatic conditions and (right) a temperature decrease of 4°C and no change in precipitation. Bars are, left-to-
right, the average annual energy used for melting, and average annual shortwave, longwave, sensible, and latent energy
Jluces.
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To examine the climatic sensitivity of this local ELA, we used the energy and mass balance
model to simulate a wide variety of colder and/or wetter climates in Bishop Creek (Figure 6-6). We
then calculated the local ELA for each net accumulation map from the mean of all grid cell

elevations with positive!” accumulation rates below 10 cm yr!, and plotted the ELAs as a response

-0°C; 1.0*P -0 °C; 5.0*P,

Net annual accumulation
(mm water)

-20000 - -10000
-10000 - -5000
-5000 - -1000
-1000 - -500
-500-0

0-100

100 - 500

500 - 1000
1000 - 5000
5000 - 20000

8]

0 5 Kilometers

|

Figure 6-6. Simulated net annual snow (water equivalent) accummuiation in Bishop Creeke for four different climatic
conditions. Climatic changes are indicated by the difference in temperature from modern (°C) and the rate of precipitation
relative to modern conditions (i.e. 5.0%P = five times the modern precipitation rate). The region between the two black
polygons illustrates the area that, based on geological evidence, we considered the likely contributing area for the Bishop
Creek glacier during the last glacial maximur. Thin biue line is the 3300-m elevation contour.

10 Only positive near-zero values were used because near-zero negative values commonly occurred on steep slopes due to
the snow sloughing function built into the model. Including those values artificially raises the ELA. In retrospect, it would
be relatively easy to repeat the slope caleulation to exclude those cells and the average should, in the future, include both
positive and negative values near zero,
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surface relative to changes in temperature and precipitation (Figure 6-7)'!. Throughout a wide range
of temperature and precipitation changes, local ELA appears to maintain an essentially constant
relative sensitivity to temperature versus precipitation. [Seltzer, 1994] noted that ELAs of modern
glaciers typically reflect a mutual dependence of temperature and snow accumulation between 2.5 x
10-2°C/mm and 3.3 x 103°C/mm. Calculated ELAs for Bishop and Horton Creeks, reflect a similar

relationship, about 2.3 x 103°C/mm precipitation'2.

Though climatic sensitivity of ELA is generally similar throughout most of the range we
examined, it is least under modern climatic conditions, and appears to decrease in extremely cold and
wet conditions. We performed only a few simulations in those more extreme conditions, however,
and the latter conclusion may be an artifact of insufficient data. The lower sensitivity under modern
conditions can be explained by the hypsometry of the basin. The ELA shifts upward or downward in
response to changes in the energy balance and snow accumulation rate. In this basin, further upward
movement of the ELA is limited by the lack of area at elevations greater than about 3800 meters, and
by the extreme relief at the headwall of the basin, which provides numerous shady recesses where
permanent snowfields may persist under otherwise very unfavorable conditions. The local ELA is
thus very effectively buffered against upward movement by the hypsometry of the basin. The patchy
distribution of permanent snow and glaciers in the basin demonstrates that the current ELA is largely
a result of this buffering effect. The ELA cannot descend much below the shaded cirques and other
recesses until temperature is sufficiently reduced, or precipitation increased, to balance the large

radiation incident on the surrounding unshaded areas.

11 The ELAs calculated in this manncr do not realistically represent those of gladiers that would develop in the basin
because they are based on the existing topography, not the topography that includes the glacial ice. Nonetheless, an analysis
of the climatic sensitivity of these ELAs, as described below, should be broadly similar to those that would be calculated on
simulated glacier surfaces, and are, at least, illustrative of the analytical value of this approach.

12 Seltzer [1994] considered that relationship in terms of estimated snow accumulation rates that were directly proportional
to precipitation.
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Simple lapse rate estimates of temperature depression from BLA depression assume that ELA
sensitivity to temperature is relatively constant and predictable. The ELA response surface of Figure
6-7 shows that the sensitivity of ELA to temperature and precipitation increases by a factor of about
two in going from the modern climate to a climate about 7°C colder. This demonstrates the degree
of error that may be involved in assuming a constant relationship between temperature and ELA,
aside from those involved in simply determining the slope of the assumed linear relationship. In this
basin, our simple lapse rate interpretation of our AAR-derived ELA for the Tioga II glacier suggested
a temperatute depression of about 4°C. In contrast, using our 2-D energy and mass balance model to
interpret the same ELA depression suggests a temperature depression that, assuming no difference in

precipitation, is closer to 6°C - a considerable difference.

Local ELA contours Though  the  climatic

g . /3600 M o sensitivity of local ELA appears

to be only slightly non-linear, it is
not readily apparent to what

degree  that  sensitivity  is

Change in temperature (°C)

b —
-3 1 :2007 8 - - .
T o / — influenced by topography.
< /// 28007 o —
B 2T / o 2600
"t,//// //// / — Indeed we cannot say even
-7 4 - B0 - P -
— 2600 -
8§ le— e i il 240 whether the sensitivity to climate
1 2 3 4 5

Relative precipitation rate would be of greater or lesser

Figure 6-7. Contonrs of equilibrium line altitude (ELA) derived from
application of the spatially distributed snow and energy balance model. The
Jocal ELA inciudes shading and shadowing effects of the terrain. Circles
indicate simulations on which the coutonrs were kriged.

magnitude or more or less
uniform if the topographic
effects were removed. In order to consider the effects of climate on ELA independent of
topographic effects, we define a hypothetical ‘regional ELA’ as the ELA that would exist if all
sutfaces were horizontal and unaffected by sutrounding terrain. To examine the climatic sensitivity of

this regional ELA, we again simulated the net annual snow accumulation disttibution that would exist
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under a wide range of climatic conditions, this time for a hypothetical basin of horizontal surfaces
with an unlimited range of elevation, a flat hypsometric curve (i.e. equal area at each elevation), and a
climate identical to that of Bishop Creek. For efficiency, we made these calculations using the
Mathcad worksheet included in Appendix E. It is essentially a 1-D implementation of the energy and
mass balance program coded in the Arcview scripting language, with the exception of the shortwave
radiation component, which neglects topographic effects. The resultant response surface (Figure 6-8)

illustrates the sensitivity of the regional ELA to temperature and precipitation.

Regional ELA contours The response is remarkably

different than that of the local

ELA. Here overall sensitivity and

-
' a4 . o o __—» »
15 s o T T - .
//// 0// e o /(/ . <. _a relative sensitivity to precipitation
J e - - -~ 3000
"

inctrease dramatically as conditions

become  drier. The  greater

Change in temperature (°C)

sensitivity to precipitation reflects,

in this case, the lack of the

Relative precipitation rate protected cirque areas and limiting

Figure 6-8 Regional ELA as a _function of changes in lemperaiure and
precipitation from the modern climate. Circles indicate simmlations for
which BELLA was calenlated. Calenlations are as shown in Appendix E.

hypsometry that serve to buffer
the maximum local ELA. Direct
comparison of the calculated local and regional ELAs (Figure 6-9) emphasizes their different
dependence on temperature and precipitation. As one might anticipate, the regional ELA under
modern conditions is higher than the local ELA, by ~600 m according to the models. As
precipitation and temperature decrease, the contrast between the response surfaces becomes more
pronounced. At the opposite extreme - very wet conditions but under the modetn temperatute
regime - the surfaces converge. The difference in response can be explained by considering, in

addition to hypsometric effects, how the energy and mass balance is affected by changes in
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precipitation, temperature and topography. Changes in precipitation affect not only the amount of
precipitation at each location, but also the slope of the relationship between precipitation and
elevation. The slope of the temperature vs. elevation relationship, on the other hand, is constant. In
our model, precipitation is roughly linear in elevation, and the proportionality constant for that
relationship thus decreases linearly with precipitation. As precipitation decreases, the regional ELA
moves upward into colder and colder temperatures, where shortwave radiation increasingly
dominates the energy balance and mote snow is removed by evaporation and sublimation than by
melting. Shortwave radiation is only a weak function of elevation, however, so as precipitation
decreases, a greater change in the ELA is required to reduce the input enetgy enough to compensate
for the decreased snowfall. This effect is virtually non-existent in the local ELA however, because the
increasing relief with increasing elevation makes the shortwave radiation component very sensitive to

elevation,

At the other extreme in precipitation, the opposite occurs. The ELA descends as precipitation
increases, because warmer conditions are requited to melt the greater annual snowfall. The sensible
heat component thus increasingly dominates the energy balance at the ELA. Since temperatute is
largely independent of topogtaphic relief, the local ELA becomes less and less sensitive to
topography as precipitation increases and eventually becomes identical with the regional ELA. The
relative constancy in the relationship between local ELA, temperature and precipitation is interesting,
as it indicates that a simple lapse-rate interpretation of climatically induced changes in local ELA
yields a reasonable approximation of the actual temperature change because of the strong control
exerted by the topography, not despite it. The shape of the local ELA response surface indicates that
topographic effects have effectively shifted the energy and mass balance of the system into a region

where sensible heat exchange is far more important than it would be without those effects.



Regional versus 'Local' ELA Contours

) 2aool 490%600 %mf"fi 34000

Change in temperature (°C)

1 2 3 4 5

Relative precipitation rate
Figure 6-9. Comparison of regional ELA contours (dashed red enrves) and ‘Jocal ELA’ contours (blue curves).

SURFACE-INTEGRATED WATER BALANCE

We can take several approaches to using the net annual ice accumulation maps produced by the
mass and energy balance model to determine what climatic conditions could produce a particular
glacial advance. The simplest approach is to use field evidence to reconstruct the shape of the glacier
that existed and construct from that a surface that includes the entire accumulation area available to
the glacier and describes, in the ablation area, the actual limits of the glacier (Figure 6-1). Integration
of the net accumulation rate over that atea provides an indication of the net balance of the
hypothetical glacier surface. For the hypothetical glacier shape to be at steady state tequires that this
surface integrated water balance equal zero (ie. no accumulation ot ablation excess). Examples of net
annual snow accumulation maps meeting this criterion for the Tioga IT and Tioga IV glaciers in

Bishop Creek ate shown in Figure 6-10. The ELA for the net annual snow accumulation map in
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Figure 6-10 appears to be about 2800 meters. Our grid-based calculation of the ELA for that map
(temperature depression = 6°C; modern precipitation rate), however, is about 3100 meters. This
emphasizes the high degree of variability in the topographically influenced ELA and the difficulty 1n

using it as an index of glacial extent.

To find the range of climatic conditions that could produce the Tioga 11 and Tioga IV glaciers
using the modeled snow accumulation distributions, we contoured the surface integrated water
balance for the assumed Tioga II and Tioga IV shapes. Figure 6-11 shows just the contour for each
area that corresponded to an integrated water balance of zero. Those contours reflect the climatic
conditions that could produce the steady-state glaciers with the presumed shape. The curves indicate
that the Tioga II glacier could be produced by a temperature depression of about 6°C, with no
change in precipitation; or by a precipitation increase of a factor of about six, and no change in
tempetature. Interpreted as a difference in temperature, the climatic conditions associated with the
Tioga IV advance appeat to have been about 1°C warmer than during Tioga stage 1V. The curves
also indicate that the relative sensidvity of the glaciers to temperature versus precipitation increases

slightly with precipitaton
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Fignre 6-11. Curves representing zero integrated net accumulation for the Tioga 11 (solid line) and
Tigga IV placier (dashed line) in Bishop Creek. Integrated balance is over the polygon areas shown in
Figure 6-1.

CLIMATIC SENSITIVITY OF AAR.

The glacier sensitivity indicated by these curves is quite different than that inferred if one
assumes a constant relationship between ELA and glacier area (Figure 6-7). The local ELA contours
suggest that if temperature remains constant an order of magnitude increase in precipitation would
be required to depress ELA enough to produce the Tioga II glacier with an AAR of 0.65. Though
large, the surface integrated water balance approach indicates that the required increase would be on
the order of half that. Since the two approaches are based on the same assumed glacier shapes and
net annual snow accumulation distributions, the contours developed by integrating water balance
over surface area clearly do not reflect a constant accumulation area ratio. The variability in the AAR

can be seen in a plot of AAR as a function of average water balance (Figure 6-12) within the area

assumed for the Tioga I and Tioga IV glaciers. The average water balance is zero for simulations

6-16



that would yield a steady state glacier. Most of the conditions that satisfy that criterion intersect the
zero net balance line at an AAR of 0.7 = 0.05. The higher values reflect colder, drier climates, where
accumulation occurs over a latge fraction of the basin but at a low rate so that a relatively small

ablation area is needed to dispose of the accumulating ice.
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Fionre 6-12, Accumulation area ratio versus average annual snow accantulation in the polygons
shown in Figure 6-10 for the Tioga II (gray circles) and Tioga IV (apen circles) giaciers. The
average water balance is zero for distributions that produce a steady-state glacier. Area of
symbols is proportional Io precipitation rate.

The contours shown in Figure 6-11 suggest that the temperature difference between the Tioga
1V and Tioga II glaciatons is about 1°C and that a temperature depression of 6°C, with no change in
precipitation, would produce the Tioga II advance. This agrees well with other estimates of

temperature depression in the Great Basin [Dohrenwend, 1984].

This apptoach provides a relatively rapid and simple means of using the detailed net
accumulation maps of the snow/ice energy and mass balance model to interpret glacial evidence, No

assumptions about the value of the AAR or its relationship to ELA are necessary and it allows a



detailed accounting of topographic effects on energy balance. An additional refinement can be
incorporated by using the reconstructed surface of the glacier as the surface for the snow/ice energy
and mass balance calculations. Our preliminary tests using that approach yielded results similar to
those discussed here, with slightly greater climate changes required to produce the same glaciers.
Growth of the glacier brings the surface up to regions more exposed to shortwave radiation than the
underlying canyons, although this effect is somewhat offset by the colder temperature and increased
precipitation due to the increased elevation. The main difficulty in applying this approach is the need
to know, a ptioti, the shape of the glacier. Although that may be straightforward in the ablation area,
it is considerably more difficult in the accumulation area (see, for example, Figure 6-6 and Figure
6-10). The approach is therefore more effective for larger glaciers, where the exact shape of the
glacier is génerally better known, and the ateas whete the shape is not well known are likely to be
relatively small compared to the whole glacier and therefore an insignificant part of the net mass

balance.

THE 2-D SNOW/ICE ENERGY AND MASS BALANCE MODEL COUPLED TO A 2-D FLOW
MODEL

The difficulty in applying the assumed shape — integrated surface balance approach increases
when smaller glacial advances are considered. Moraines and other depositional features for smallet
advances are generally much less distinct and trim-lines are generally only apparent for the largest
advances. Moreover, the method has no predictive capability, as it requires prior knowledge of glacier
shape and extent. To develop a method without those limitations, we created the 2-D, map-plane,
finite difference glacier flow model described in the previous chapter to simulate the growth to
steady-state of the glaciets that would develop from the net annual accumulation rates predicted by
the mass and enetgy balance model. The flow model calculates the time-dependent ice distribution
using the net annual accumulation map produced by the energy and mass balance model as the

source term. Output of the model is ice thickness and/or surface elevation.
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Figure 6-13. Shaded relief image of the area of nsed
far modeling glacier snow/ice energy and mass
balance and glacier flow in Bishop Creek. Black line
is the watershed boundary.

MODEL DOMAIN AND EXAMPLE SIMULATIONS

We apply the model on an elevation surface
derived from TUSGS 30-m DEMs, assembled and
trimmed to the shape of the basin of interest. For
Bishop Creek, this includes (Figure 6-13) the drainage
basin above Coyote Creek, an extension below Coyote
Creck to allow the glacier to flow beyond the
estimated maximum position, and the estimated area
of contribution from across the crest in Humphreys
Basin. A single smaller area was used for Horton and
McGee Creeks, which share a common boundary that

extends eastward from the crest.

Figure 6-14 and Figure 6-15 illustrate examples of simulated glaciers in Bishop Creek for modern

conditions and for three climatic conditions with no change in precipitation but with temperature

depressions ranging from 1° to 3°C. The intricacies in the shapes of the glaciers that make it difficult

to reconstruct their shape only from glaciomorphologic evidence are clear, and the patterns of

development and extension appear reasonable but not obvious. Increases in the overall extent of the

glaciers are relatively minor for temperature depressions of up to 2°C, but additional cooling, to -3°C,

produces a marked size increase. Ice thickness in the Middle Fork for the -3°C simulaton is neatly

double that at -2°C and the Notth Fork contains a 7 kilometer long glacier with a maximum

thickness greater than 100 meters.
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SIMULATED GLACIER DISTRIBUTION UNDER MODERN CLIMATE

The snow/ice energy and mass balance model used to produce the net accumulation maps for the ice
flow model was based on out best estimates of the energy balance parameters and monthly
meteorological norms for the Bishop Creek watetshed, and we made no attempt to calibrate the
model after completion. Despite this, the coupled snow accumulation and glacier flow models
produce very reasonable net annual accumulation rates and ice thickness maps for simulated modern
glaciers. The distribution of glaciers and permanent snowfields, in particular, shows rematkably good
agreement with the distribution shown in the USGS topographic maps of the area (Figure 6-16
through Figure 6-19). Calibration of the model would probably require more accurate maps of the
glaciers and ‘permanent’ snowfields in the basin than are currently available. Accurate mapping of the
glaciers and snowfields is complicated by the rockfall that obscures significant portions of many of
the modern glaciers, ot in other cases, forms rock glaciers. Standard digital elevation models also do
not differentiate permanent snow from earth, and extant glaciers are thus part of the land surface
over which our simulated glaciers flow. The simulated glaciers thus must have a slightly different

form and flow along at least a slightly different path than their real counterpatts.
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2 0 2 4 6 8 Kilometers

Figure 6-16. Simulated glacier distribution in the Bishop Creek area under modern climate. Boxes show locations of
placiers in following plate. Simnlated glaciers (grey and bine shaded areas) are overlain by the USGS topagraphic maps of
the area.
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Figure 6-17. Comparison of simulated glacier distribution under modern climate with the USGS-mapped glaciers and
permanent snonfields for the area below Mt Humphreys at the head of McGee Creek. Simulated glaciers (grey and biue
shaded areas) are overfain by the USGS topographic maps of the area. Existing glaciers are mapped in white with blue
contonr fines.
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Figure 6-18. Comparison of simulated glacier distribution under modern climate with the USGS-mapped glaciers and
permanent snowfields for the area above Upper Lamarck Lake in the north fork of Bishop Creek. S, imnlated glaciers
(erey and biue shaded areas) are overlain by the USGS topographic maps of the area. Existing glaciers are mapped in

white with blue contour lines.
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Figure 6-19. Comparison of simulated glacier distribution under modern climate with the USGS-mapped glaciers and
permanent snowfields for the area near the Powell Glacier in the middle fork of Bishop Creek. Simulated glaciers (grey
and blue shaded areas) are overlain by the USGS topographic maps of the area. Existing glaciers are mapped in whife

with blue contour lines.

SIMULATED LARGE GLACIERS — FAITHFULNESS TO FIELD EVIDENCE

The glacier flow model includes only two adjustable parameters, the coefficients related to sliding

velocity and ice deformation. The thickness of the glacier for any given velocity and bed slope is
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determined by the magnitude of these coefficients. We initially used the coefficient for ice
deformation recommended by Paterson [1994] with a corresponding sliding velocity determined by
the average of that relationship as described in several 1-ID (along a flowline) modeling studies. We
calibrated the flow model by adjusting those constants so that the thickness of the simulated Tioga 11
glaciers in Bishop Creek matched the geological evidence along Bishop Creek. The same constants

were then applied to all subsequent simulations, which included a wide variety of climatic conditions.

Because we tuned the flow parameters to make the simulated glacier thickness match the
geological evidence along Bishop Creek, thickness of the glacier in the main canyon cannot be used
to estimate how well the glacier model simulates the large glaciers that once occupied the basin. That
only small adjustments to the flow constants wete necessary to provide that match suggests,
however, that the simulated glaciers are at least reasonable facsimiles of real glaciers. Several other
lines of evidence make that case stronger. First, we mned glacier thickness only to the lower part of
Bishop Creek and can therefore use the glacier thickness and shape in the upper basin as an indicator
of how well the model mimics the shape of the Tioga maximum glaciers. Comparison of our field
mapping of the extent of the Tioga-maximum glaciers with a simulated Tioga-maximum glacier
shows (Figure 6-20) that the model reproduces the shape and thickness of those glaciers quite well.
Second, model-calculated velocities (Figure 6-21) are similar to those of modern glaciers of
comparable size and surface slope. Finally, the simulated ice flow directions appear reasonable given
the constraining topography. Where evidence of the Tioga-maximum ice flow directions is preserved,
in fact, the velocity vectors of a simulated Tioga-maximum glacier match the field evidence as well as

can be expected given the scale of the model basemap.

Based on the above observations and other comparisons with field evidence in Bishop, Horton,
McGee and Coyote Creck, we conclude that our simulated glaciers mimic the shape and thickness of

actual glaciers remarkably well. Because the simulated glacier distributions and shapes are highly
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dependent on the mass and energy balance model as well as the glacier flow model, the coupled
models should provide an excellent means of examining glacial sensitivity to large-scale changes in
climate. We acknowledge, however, that the flow model is based on assumptions that are violated in
this application. A more rigorous derivation of appropriate flow laws and/or calibraton studies with
extant glaciers (in terms of both snow/ice energy balance and ice flow) would be a logical next step

in further development of this approach.

SIMULATED GLACIER DISTRIBUTION UNDER ALTERED CLIMATE

After choosing flow constants by fitting simulated glaciers to geological evidence, we ran
simulations for a wide range of temperature and precipitation combinations to observe the climatic
sensitivity of the glaciets and determine which combinations could produce the Tioga and Recess
Peak glaciers. Examples of simulated glaciers that reasonably matched certain gircial advances are
displayed in Figure 6-23. The upper part of Figure 6-23 illustrates two very different climatic
conditions that could produce the Tioga II glacier. The first is only 3°C colder but precipitation is
~260% of the modern rate. The second simulates a climate 6°C colder and precipitation identical to
the modern rate. Though both produce essentially the same glacial extent, the glacier is thicker in the
wetter climate because the ice flux is higher. The pattern of snow accumulation is also quite different.
The model predicts, for example, that Table Mountain — the mesa-like surface between the South
and Middle Forks — would be virtually ice free under the warmer, wetter conditions but completely

ice covered nnder the much colder climate.
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Figure 6-20. Comparison of a simulated Tioga maximum glacier (produced by a 5°C temperature depression and a 50%
increase in precipitation) with onr estimate of the glacier's shape (black line) based on field mapping of glacial trinlines
and other glaciomorphologic features.
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Figure 6-21. Ice velocity vector map for a simulated Tioga maximum glacier in Bishop Creek, overlain on a digital relief
image of the terrain. Area shown is just below the confluence of the South and Middle Forks. The plot shows a cross-
section of the terrain and glacier at A-B.
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Figure 6-22. Comparison of simulated-glacier velocity vectors (vellow arrows) for a Tioga maxinum glacier in
Bishap Creek with mapped flow indicators (bold black arrows). Area shown includes Piute Pass and part of
Humphrey's Basin above the North Fork of Bishap Creek and the mapped flow indicators are those shown in
Figure 4-10. Red-shaded area shows relief; gray and blue colors indicate ice-flow velocity.
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Figure 6-23. Simulated glaciers in Bishop Creek under four different combinations of temperature and precipitation.
Upper simulations both match glaciomorphologic evidence of ~Tioga II glaciers. Upper left represents temperature 3°C
colder and precipitation 260% greater than modern; upper right represents a change due only to temperature depression
(-6°C). Lower left simulation matches the Tioga IV glacial advance and lower right the Recess Peak advance.

6-32



We summarized the response of the glaciers to climate change by finding the lowest point on the
glacier along a reference flowpath chosen to intersect as many dated terminal positions as possible. In

Bishop Creek, the reference flowpath

4000 -
©Bishop Creek 90-m sims begins in a glacier that lies below and
— 3500 --é% B Bishop Creek 60-m sims
£ A&ﬁ v _ ) i
= | £ 4 Bishop Creek 30-m sims just east of the Clyde Spites, on the
& 3000
©
B 2500 - Crest at the head of the Middle Fork
i : .
w
2 2000 - drainage (Figure 6-19). The reference
e
o] :
~ 1500 - flowpaths 1n Horton and McGee
1000 b e Creeks begin in the glaciers that lie
0 50 100 150 200
lce-Covered Area (km?) southwest of IHorton and Longley
Figure 6-24. Terminus clevation along an arbitrary reference )
Jlowpath  versus total ice-covered area at the end of each lakes, respectively. Results of
simulation.  Different  symbols  correspond "o different  grid
resolutions. numerous simulations demonstrate

that this terminus-elevation index of glacial extent is generally linearly proportional to ice-covered

area (Figure 6-24).

As in previous tests of basin response, we considered precipitation changes ranging from about
75% to 500% of normal and temperature depressions of up to 8°C. Maximum glacier dimension was
limited by the dimensions of the surface we used to represent the basin, which was chosen to
minimize computational requirements but allow glacier growth up to and slightly beyond the Tioga
maximum along the present path of Bishop Creek. As a result, simulation of the full range of
conditions considered in similar analyses of ELA response was not possible. Due to the excessive
computations requited for simulatons of large glaciers on fine grids, we used grids of lower
resolution for simulatons of larger glaciers. Simulations in Bishop Creck were done with a 30-m, 60-
m or 90-m grid. A 30-m grid was sufficiently small for all simulations in the smaller domain used for

Horton and McGee Creek.
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Figure 6-25. Contours of glacier terminus position, as meters elevation, for simmlated Bishop Creefe glaciers nder
different climatic conditions. Contonrs were developed by keriging the results of the simnlations indicated by the symbols.
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Figure 6-26. Cantours of glacier terminus position, as meters elevation, for simmiated Horton Creek glaciers under
different climatic conditions. Contours were developed by kriging the results of the simulations indicated by the symbols.
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Figure 6-27. Changes in terminus position (m elevation) of glaciers in Bishop Creek glacier as a function of (A)
temperature and (B) precipitation,

The climatic sensitivity of glacial extent, as measured using simulated glacier terminus position, is
similar in Bishop and Hotton Creeks (Figure 6-25 and Figure 6-26). The response is similat to that of
local ELA (Figure 6-7), with least sensitivity for climatic conditions similar to modern climate. Again,
we atttibute this to the steep gradient in incident shortwave radiation with elevation that occurs in
the vicinity of the modern glaciers. Sensitivity to climate change appears essentially linear throughout
a wide range of conditions, with a slope of ~400 m/°C and ~-700 m per unit increase in relative
precipitation. Patametet-specific plots of terminus position as a function of temperature ot
precipitation (Figure 6-27) suggest that the glacier’s sensitivity is slightly lower as the terminus
descends below ~1800 m, approaching the Tioga maximum position. Though somewhat
questionable due to the lack of simulations under such conditions, this decreased sensitivity is an
expected result of the basin’s hypsometry. The basin narrows with distance downstream (Figure 6-1)
so each step down in ELA is accompanied by a smaller increase in accumulation area. Another factor
that would lead to decreased sensitivity with increésing glacial extent is the slight non-linearity in the
dependence of temperature and precipitation on elevation. Temperature dependence is greater at

lower elevation while precipitation dependence is slightly weaker and the greater sensitivity is to the
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former.

Somewhat surprisingly, variations in

200 14%
180 v LA -~ 4 129 the basin’s hypsometric curve generally
160 | ﬁﬁ%u AR
< B Bishop Creek 80-msims ¥ \ 1 10% i .
£ 140 | & BishopCreskcomeima u._%/. 5\ ° 2 appear to have little influence on the
‘m’ ¢ Bishop Creek 30-msims A =1
[ 120 H— — Basin hypsometric curve f\\ ‘'m \\ 4 8% ‘-o)
. T 1 -1 .. . . .
% 100 AV ‘\ % sensitivity of the glaciers. Total glacier
o i J £
el N SN ] o3 N\ gy T Arca should be most sensitive to ELLA at
] { N N < \ °
a0 L 7 AW w \ ) ,
2 L/ @ N 2% peaks in the hypsometric curve,
ro . S
0 L : : S . - :
2500 3000 2500 4000 teflecting  large  changes in  the

Equilibrium Line Altitude (m) . . .
) i . . accurnulation area relative to the ablation
Figure 6-28. Total ice-covered area of simulated glaciers

(symbols) versus EL.A compared to hypsometric enrve (dashed

curve) — the fraction of total basin area below each elevation. area. This is not readﬂy apparent i a

compatison of the changes in glacial extent as a function of ELA and the basin’s hypsometric cutve
(Figure 6-28). Even the largest change in the curve, reflecting the change in hypsometry at the distal
end of the basin is significantly offset from the inflection point in the sensitivity data. The
relationship between basin hypsometry and climatic sensitivity, as well as the interrelationships
between these factors and the magnitude of climate change have yet to be fully explored however,
and that would appear to be an intetesting and worthwhile application of the tools developed in this

study.

The Tioga II glacier in Bishop Creek is represented by the ~1700-m terminus elevation contour in
Figute 6-25. The Tioga IV glacier terminated at an elevation of ~2220 meters. The climatic
conditions for which the model produces that glacier correspond very closely to those determined via
the integrated sutface balance approach (Figute 6-11) except for the increased sensitivity to
precipitation that the latter displays at low precipitation rates. The Tioga IT results are also similat,
although the curve defined by the simpler approach lies along the 1800- and 1900-m contours of the

response surface using the flow model. The discrepancy in the results of the two methods, which 1s
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nearly negligible for the larger glacier, is due to the differences in glacier shape over which the surface
energy balance is calculated. In the 2-D flow modeling approach, the shape of the glacier is part of
the solution, and it depends on both climate and topography. In the simpler approach, the shape of
the glacier is determined once, primarily from field evidence in the ablation area. The shape remains
constant for all climatic conditions considered and therefore cannot account for the changes in the

glacier’s accumulation area, or ablation area, that may accompany changes in climate.

Figure 6-29 shows glaciers simulated with the 2-D flow model for climatic conditions that
provide balanced sutfaces for the polygons used to approximate the Tioga Il and Tioga IV glaciets.
Although the match is reasonably good in both cases, there are areas, in each, in which the shape of
the simulated glacier is significantly different from the a priori estimate of glacier shape. In
reconstructing the Tioga 1T glacier from field evidence, we decided that Table Mountain, the inner
polygon in Figure 6-29A, probably did not contribute a significant amount of ice to the glacier. The
ice-flow model result suggests that, at Jeast in this example, it would have. (Interestingly, simulated '
ice accumulation and flow on Table Mountain vaties considerably with climate, and reconstructing its
glacial history may yet yield additional paleoclimatic clues). In constructing a Tioga IV glacier shape
from field evidence, we excluded South Fork from the integrated surface balance analysis area
because of the lack of apparent Tioga IV — age moraines in that drainage. The flow model result
(Figure 6-29B) demonstrates that the two drainages cannot be considered independently when
convergent flow of two lobes is a possibility. A flow simulation that better matches the Tioga IV
terminus position (Figure 6-30) suggests that the South Fork glacier had actually retreated ~1 km
upstream from the confluence at that time. This is more consistent with the observed arrangement of
terminal moraines at the confluence, and the implied greater climatic sensitivity of the South Fork
tributaty provides a plausible explanation for the comparative lack of terminal or lateral moraines in
that canyon. We suggest that the flow modeling approach may thus provide insight into the

processes that control deposition of glacial features that will aid in their geomorphic, as well as
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paleoclimatic, interpretation,

ACCUMULATION AREA RATIOS OF SIMULATED GLACIERS

As existing glaciers typically have accumulation area ratios of about 0.65, we expect that the
model should reproduce this chatacteristic. AARs of the simulated glaciers (Figure 6-31) are indeed
generally close to that value, with all but the largest glaciers having values between 0.55 and 0.75. The
relationship between AAR and ELA noted in Figure 6-12 appears to be evident in the AARs of the
largest glaciers simulated in Bishop Creek, but there also appears be an overall increase in AAR with
increasing glacial extent. This may be telated to a combination of factors, including topographic
effects on flow and energy balance as well as basin hypsometry. The detailed output that the model
provides indicates that this 2-ID modeling approach should be very useful in elucidating the controls

on AAR. Though often noted, few explanations have been offered for its relative invariance.
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Figure 6-30, Shaded relief image of the confluence area showing (left) the descending left and right lateral moraines
extending from the Middle Fork of Bishop Creeke. The simulated glacier for a temperature depression of 4°C and 30%
precipitation increase (right) provides an excellent match to the morainal evidenee.

The flow model continually computes a surface integrated water balance as a means of
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Figure 6-31. Accumulation area ratios of simulated glaciers as a function
of total glacier surface area. Symbol size is proportional lo equilibrium line
altitude. Different symbols correspond to different grid resolutions.

estimating how far out of
equilibrium is the glacier. This
value is the integral of net annual
snow accumulation over the area
of the glacier, normalized to the
area of positive snow
accumulation. It thus represents
the fractional excess of ice
annually delivered to the glacier
that is not removed by ablation. As

such, positive values imply an

advancing glacier and negative values indicate a retreating glacier. If the simulated glacier has reached
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Figure 6-32. Terminus elevations of simulated glaciers
plotted againsi the glacier’s integrated surface balance
error at steady siate.

steady state however, the value represents the water
balance etror for the glacier. Our simulared glaciers
typically reached steady state with integrated surface
balance errors of up to 10%. The error is caused by
the finite difference approximations and the
substantial non-linearity of this model. The best data
with which to analyze the errors are from modeling
of the Hotton and McGee Creek glaciers, where all
simulations were performed using the same cell size.

A plot of terminus eclevation versus integrated

surface balance crror for those drainages (Figure

6-32) indicates that the mass balance error increases as the glaciers decrease in size. This is because

each active cell represents a larger fraction of a small glacier, increasing the error associated with

boundary

effects.

TRANSIENT RESPONSE OF THE FLOW MODEL

Most of the simulations conducted for this study were started from a condition of bare ground

and run untl the glacier appeatred to have achieved steady state in both integrated surface balance

and maximum ice thickness. Periodic output from the model includes

Time since start and size, number of time-steps passed and length of last time-step

Integrated surface balance normalized to the surface integrated accumulation rate

Total ice volume

Maximum ice thickness

Elevation of Jowest cell containing ice

Integrated mass balance error at that time step

The integrated surface balance output is normalized to the total net accumulation on the grid.
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The integrated balance etrot thus starts at 100% and decreases as ice flows into the ablation area
(Figure 6-33A). It approaches zero net balance asymptotically and most simulations reach steady state
at an integrated surface balance of less than 5%. The error increases with the ratio of the grid cell-size
to the area of the steady-state glacier but does not exceed 10% (Figure 6-32). Though due to a
combination of factors, a significant part of the error can be attributed to the fact that ice in any gnd
cell is either on or off and the glacier’s moving boundary can only adjust by whole cell values.
Unfortunately, the final adjustment to steady state occurs at the terminus, where ablation is greatest

and the mass balance most strongly influenced by addition or removal of a single cell

Maximum ice thickness is another

s
g2 100 :
gg 80 parameter we use to monitor the
g o A
b= =
25 40 approach to steady state. It commonly
=5 20
=31 .
€g 0+ ' ' reflects the surface slope at the location
2 - 400

- 300 f_ég of the terminus; increasing slowly when

B 20028
22
L 10022  the tetminus is on relatively steep terrain
3 Y P
E ' ' ' ' 0 : .
y 2600 7 and rapidly when the terminus is on
£ 2400 1
£ 2200 | : :
§ c flatter ground. The sudden increase in
2 2000
3 1800 - . . .
% 1500 . . : . maximum ice thickness that occurs at
= 0 100 200 300 400
Time (years) approximately 60 years in the example

Fz;.gz{re 6-33. S z'mu/m‘f’d Glacier growth iu the Bz}b(fp Creek bgsz'n. shown in Figute 6-33B is where the
Initial ice thickness is zero; final steady state simulates Tioga-
maximum  conditions. Parameters shown are (A) integraied
surface balance, (B) maximum ice thickness and (C) lowest
elevation with ise.

terminus in the Middle Fork reached

Lake Sabtina, whete the slope is 0°.

The clevation of the lowest cell with ice is intended to monitor the position of the terminus.
Unfortunately, the growth of a glacier from scratch occurs as a multitude of small advancing tongues

of ice from the many citques and high elevation basins. The lowest accumulation atea tends to
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dominate this measute, even if its accumulation rate is relatively small, until a lobe of advancing ice
descends to a lower elevation. This occurs after about 125 years for the simulation profiled in Figure
6-33C. Under conditions whete only small glaciers develop, it may not occur at all. Future changes to
the model should include a means of profiling, over time, the position of the glacier along a specified
flowline. This would provide interesting details of the growth history of the flow. The current output
does not provide a means of identifying the surface location associated with any of the measures

profiled.

The transient output of the model provides a direct means of evaluating the response time of the
glacier. Most of the simulations petformed for this study were started from a condition of zero ice
thickness, effectively growing the glaciers from scratch. Though this is a relatively unrealistic
scenario, it is interesting to compare the times needed to reach steady state in these simulations.
Figure 6-34 shows estimates of those times for the simulations in Bishop Creek. These are rough
estimates from a cursory review of the output data; simulatdons were generally run until all of the
output measutes appeared to be telatively constant. The time to reach steady state ranges from

approximately 150 to 500 years,

4000 ~
increasing significantly with glacial
= 3500 ©
E e oo :
= @ © @ extent. Although the goals of this
© 3000 -
8 Fo © . .
3 2500 e o o study did not include development of
g e %oo
E 2000 A g a glacier flow model for transient flow
2 o
1500 - simulations, it would be an extremely
1000 - 1 . . ‘ A
100 200 300 400 500 useful tool if the model proved thus

Approximate time to steady state (years)

capable. At first brush, based on the

Figure 6-34. Estimated time to reach steady slate versus lerminus
elevation. Vertical collections of points reflect the fact that many
simulations were yun 1o a rough estimate of the minimum time
required.

behavior of the glacier duting growth,

the model shows promise of
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petforming that task more than adequately. The apparent response times for glaciers of varying size
to reach steady state from scratch, or following a perturbation to a previous condition, is consistent
with observations of alpine glaciers and with the theoretical 100-yr to 1000-yr perturbation tesponse

times that Johannesen ¢z @/ [1989] calculated for alpine glaciers.

TERRAIN ALTERATION TO MATCH SIMULATED GLACIERS TO FIELD EVIDENCE

Glaciers alter the landscape by erosion and, in the ablation zone, deposition. By altering the
terrain over which they flow, they change the constraints on the flow system. Lateral moraines tend
to constrain flow to previous paths of advance, while terminal motaines and recessional moraines
effectively block the glacier from that path. This effect is most prominent at the glacier’s terminus,
where deposition rates ate high and the natural topographic relief low. The extensive terminal
moraine complexes common in the eastern Sierra often reflect many shifts in terminus position due
to this effect. The flow paths of our simulated glaciers reflect the alterations incutred during the last
recession. In Bishop Creek, only small recessionals developed duting the last retreat, and simulated
glaciers in that drainage readily follow the same path of the last major advance to the terminal
motaine complex. In Horton Creek however, simulations of larger advances consistently follow a
path that predates the Tioga-Il-age lateral moraines along lower Horton Creek. Reaching an area of
low-angle slopes near the mountain-front, the glaciers thicken and flow, via several lobes, away from
and to the southeast of Horton Creek (Figure 6-35A). Prelirnin';iry chlorine-36 dates on the moraines
that constrain those lobes, however, demonstrate that they were formed approximately 40,000 years
ago, and our field mapping indicates that the Tioga IT advance actually followed the present-day path
of Horton Creek. The deposits that seem to cause this diversion of the glacier's flowpath are a
succession of Tioga III terminal loops near the top of the large terminal moraine complex that has
accumulated at the mountain front in Horton Creek. To allow the glacier to follow the path that we

believe represents that of the Tioga glaciers, we numerically excavated a channel through that
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moraine complex into lower Horton Creek, altering the DEM (compare contours in Figure 6-35A
and Figure 6-35B) to provide 2 new surface for the ice flow simulations. Glacier simulations on that
surface (Figure 6-35B) diffet significantly from those on the original DEM. The glacier flows much
further downstream on the modified terrain, probably because of reduced incident radiation in the
shady confines of lower Horton Creek. The simulations summarized in Figure 6-26 and discussed

below reflect flow on this modified sutface.

INTERBASIN COMPARISON — BISHOP CREEK AND HORTON CREEK

The climatic sensitivity of simulated glaciets in the smaller basins to the north of Bishop Creek —
Hotton and McGee Creeks — is similar to, but significantly greater than, those in Bishop Creek.
Comparison of Figure 6-25 with Figute 6-26 shows that termini of simulated glaciets in Horton
Creek, for example, descend approximately 200 meters lower than in Bishop Creek under a wide
range of mote colder and wetter climates. The precipitation and temperature functions applied for
the simulations in the smaller basins were the same as those used in Bishop Creek. As discussed in
Section 5, however, precipitation is probably considerably less in the smaller basins. Using the
spatially distributed application of the Langbein precipitation-temperature-runoff model described in
Section 3, we estimated that precipitation in Horton Creek is approximately 14% less than in Bishop
Creek (Table 5-1). To compare basin climatic response curves under that assumption, we replotted
the contours of Figure 6-26 to reflect that difference. Figure 6-36 shows these contours ovetlain on
those for Bishop Creek. This reduces the diffetence between the glaciers of the two basins
considerably. Except for conditions similar to modern climate, the glaciers in the two basins reach
similar elevations throughout most of the range of simulated climates. This is countet, however, to
the record described by the moraines in Horton and McGee Creek, which suggest (Table 4-1) much
lower climatic sensitivity in the smaller basins. The Tioga IV terminal moraines in Horton and

McGee Creek, for example, are 600 to 700 meters higher than their Bishop Creek counterparts, and
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other Tioga-stage glaciers show similarly large differences. The large disparity in the apparent
sensitivity of the glaciers between the smaller basins and Bishop Creek suggests that something other
than the spatal variability of precipitation is at work. Though several explanations may be advanced,
we anticipate that only a significant difference in the net radiation term could explain the magnitude
of the disctepancy. We suggest that sutface albedo, one of the least well-constrained parameters in
the model — and a primary control on net shortwave radition, is the most likely explanation. A
higher ratio of debtis to ice would produce a significantly dirtier glacier, with correspondingly lower
albedo. Relative to the size of the basin, the morainal deposits at the mouth of Horton Creek seem
inordinately large. It is not unreasonable to suppose then, that the mineralogy of the bedrock, or
other factors peculiar to the smaller basins, led to significantly dirtier glaciers than those that
developed in Bishop Creek. Their lower albedo would have significantly restricted their ability to
expand in response to climate change, offeting a plausible reason for the discrepancy between the
sensitivity of the simulated glaciers and the sensitivity evidenced by the moraine chronology. Though
one might counter that dirtier ice would actually have an insulatory effect, leading to increased
climatic sensitivity, that phenomenon is only commonly observed in rock glaciers, where the ice flux
is low enough that the debris may remain on top of the ice, rather than be subsumed upstream and

melted out at lower elevation.
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Figure 6-35. Examples of simulated glaciers in Horton and McGee Creeks under a 5°C
temperature depression. (A) The Horton Creek glacier, flowing on the existing topography leaves
Horton Creek at the terminal moraine complesc and two lobes of ice flow to the southeasi. (B)
Simulated glaciers on a modified surface, exeavated to allow the ice to flow along Horton Creek.
Contour interval iv 100 meters. 6-47
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Figure 6-36. Terminus elevation (m) contonrs of glaciers in Bishop Creek (heavy gray lines) and Florton
Creek (black lines) assuming that mean annnal precipitation in Florton Creek is ~14% less than in
Bishop Creek. Temperature difference and Py refer to modern climatic conditions.

SENSITIVITY TO MODELING ASSUMPTIONS AND UNCERTAIN PARAMETERS

Sources of error and uncertainty in the modeling process include the assumptions of the model
itself and in the parametets used to fit the model to the study area. These effects add uncertainty to
the predictions of the model. In using the model to reconstruct the temperature and precipitation of
past climates, we must also consider that second-order climatic variables may have been significantly
different than their present values, adding uncertainty to conclusions based on the response of the
glacier model. To estimate the overall impact of these effects, we conducted a number of simulations
in which we vatied aspects of the model likely to contribute the greater part of the error, or

uncettainty, in its response to climate change.

Assuming that the snow/ice energy and mass balance model captures the critical physical

processes, the uncertaintes in its parameterization are probably largest in the turbulent energy
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transfer calculations and in the albedo term for the glacier surface. Shortwave, longwave, advected,
and conducted energy transfers are, by comparison, more physically based and generally involve
better-constrained parametets. In the preliminary uncertainty analysis discussed here, we thus
consider uncettainty in the turbulent heat transfer coefficient but neglect it in the other terms.
Uncertain parameters in the model also include the functions that we use to relate temperature and
ptecipitation to elevation. Of these, we consider only the latter a significant source of uncertainty,
ptimarily because precipitation data from high elevations, where precipitation rates are highest, is
largely lacking. The effect of this uncertainty on model predictions of glacial extent, however, should
decrease with increasing glaciet size, as larger glaciers integrate precipitation over a much wider area,
and precipitation at moderate elevations in the castetn Sierra Nevada is closely monitored and

relatively well known.

Meteorological parameters that might have been significantly different in the past include wind
speed and atmospheric stability, cloudiness, sutface albedo, as well as the primary climatic vatiables.
In addition to changes in mean value, these parameters may have had a significantly different
seasonal and/or spatial distribution. We consider only a small set of the possible vatiations in this
analysis, focusing on examples - cloudiness, wind speed and sutface albedo - that directly alter the

dominant components of the surface energy balance.

Assuming that our 2-D flow modeling predicts at least the steady state shape of alpine glaciers
with reasonable accuracy, the largest source of uncertainty in that approach are the flow constants in
the relationship between shear stress and mean ice velocity. We use those constants as fitting
parameters and we demonstrate the sensitivity in that process with several simulations. The base case
for those, and the other sensitivity tests described below, is the simulated annual snow accumulation
distribution and glacier in Bishop Creek under a 5°C temperature depression and 50% precipitation

increase. The resultant Tioga maximum size glacier should produce, if anything, a more conservative
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estimate of the model’s sensitivity than would changes in glacial extent under modern conditions.

SENSITIVITY TO FLOW CONSTANTS

Adjustable parameters in the flow model include coefficients for ice velocity via deformation of
the ice and via sliding. In studies of the mass balance of modern glaciers, these constants are fitting
patameters in the calibration of the model. In modeling paleo-glaciers, the best information we have
for establishing these values is the shape of the glacier defined by trim-lines and moraine crests. To
illustrate the effect of changes in these parameters on glacier shape and length, we ran simulations
using flow constants one order of magnitude above and below oﬁr preferred values. Profiles of the
glaciers along a stream path (modern, not glacier) from above Echo Lake to Coyote Creek are shown
as Figure 6-37 and ice thickness maps ate displayed in Figure 6-38. With the higher conductance, the
ice distribution is much more constrained by the topography and the glacier, ranging from ~100-m
to 200-m thick, is too thin to match actual moraine heights in the basin. It is difficult to estitate the
resulting increase in glacier length because the ice flowed to the edge of the grid and spread along the
boundary to achieve steady state, With an order of magnitude decrease in conductance below our
base-case values, the ice thickness is excessive, ranging from ~300 meters to a maximum of 600
meters at Lake Sabrina. An ~10% (3-km) decrease in length also results from the order-of-magnitude
dectease in flow parameters but this is minor compared to the change in thickness. An interesting
feature of the response of the simulated glaciers to changes in the flow constants is the high
sensitivity that exists at steep slopes that lie upstream of areas of very low slope. When the ice is
highly fluid, the glacier is very thin at those points, reflecting only the dominant local control of the
underlying surface. When the ice is more viscous, however, the increasing ice thickness downstream
effectively backs up to the steep slopes and the ice thickness increases rapidly. This is exemplified in
these simulations (Figure 6-37) by the steep terrain above Lake Sabrina, which lies about 10 km from

the crest. The sensitivity of ice thickness to changes in flow parameters at such points should provide
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a good means of tuning the ice flow parameters, if the corresponding field evidence preserves

indications of paleo-ice thickness.

From the results of these tests, and because thickness can generally be constrained at several
points, we estimate that the un.certainty in the terminus position due to uncertainty in the flow
constants is on the ordet of 1 kilometer. Assuming an uncertainty in the flow constant of a factor of
less than 5, we estimate that the corresponding uncertainty in terminus elevation would be on the
order of 2100 meters or =1 kilometer. As the base case glacier represents a descent in the terminus
position of ~1960 meters, the uncertainty associated with estimation of the flow constants is about

5%.
CHANGES IN NET ACCUMULATION DUE TO GLACIER-INDUCED CHANGES IN TOPOGRAPHY

The inidal enetgy balance from which the net annual accumulation maps are produced is
calculated based on the modern ground surface topography, assuming an underlying surface of
glaciet ice. Growth of a glacier on that terrain modifies the topography in a manner that significantly
alters the energy balance. In this discussion, we address the feedback between glaciation and surface
energy balance only in a rudimentaty mannet, in order to estimate the uncertainty in terminus
position that results from neglecting this effect. In the future, we hope to couple the snow/ice energy
and mass balance model with the glacier flow model in an iterative fashion, forcing recalculation of
the snow/ice energy balance whenever the topography is significantly altered by the growth of

glaciers.
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Fignre 6-37. Profiles of three simulated glaciers along a streamline of the existing topagraphy (black region).

Accompanying glacier thickness map shows reference path with the glacier produced using the “best-fit”
conductance values of this study.
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Fioure 6-38. Differences in a simulated steady-state Tioga-maximunt glacier in Bishop Creeke as the sliding and
deformation coefficients are varied from those of the (A) base-case simulation by (B) a decrease of one order of magnitude,
and (C) an increase of an order of magnitude. Climatic adjustment is a 5°C decrease in temperainre and a 150% increase
i precipitation.
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To examine the effect of the ice surface topography on the mass balance of the glacier, and the
resultant glacier adjustments, we first simulated glacier development from the ground-surface-based
estimate of the net ice accumulation map for a climate 5 degrees colder and 50% wetter than the
modern climate. In an iterative approach to coupling the models, this would be the end of the fitst
iteration. We then calculatedlthe snow/ice energy and mass balance for a terrain model that included
that glacier. The increased altitude of the ice surface over the ground surface topography has two
primary effects on the energy balance. First, the greater elevation, which may be as much as several
hundred meters, causes a slight decrease in temperatute and increase in precipitation. Second, growth
of the glacier out of the valley bottoms and shaded declivities of the cliffs significantly increases its
exposute to direct radiation. The net effect of the altered surface thus depends on the topography
and the thickness of the glacier. Areas where the base topography is quite flat, for example, already
have considetable exposure to shortwave radiation. The pritnary effect of increased elevation in those
areas tends to be a slight increase in the net accumulation rate, Figure 6-40 illustrates the change in
the net annual accumulation induced by the change in topography. Areas where the base topography
is relatively hortzontal, such as valley bottoms, lakes and high-elevation plateaus display an increase in
snow accumulation. Other areas, previously protected from direct radiation by shadowing, display a
large increase in ablation. This effect is particulatly noticeable along the edges of the tongue of the
glacier where the canyon is relatively deep but the surrounding mountains much less rugged. The net
effect of the glaciet-alteted topography is a significant decrease in annual snow accumulation ovet the

sutface of the glacier.

Using the net accumulation distribution calculated for the sutface of the first iteration glacier, we
ran the flow model again to allow the glacier to adjust to the new energy balance. We then repeated
that process to produce a glacier representing three iterations of the coupled processes of enetgy

balance and ice flow. The terminus position of the third iteration glacier is ~14% (260-m) higher in
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elevation and ~2.9-km shorter in length than the first iteration, base case, glacier.
SENSITIVITY TO INITIAL CONDITIONS

Fatly simulations with the snow/ice energy and mass balance model indicated that it was
relatively insensitive to initial conditions. The only parameter that carries over from one year to the
next is the surface albedo and the surface enetgy balance calculations begin in October. This limits
sensitivity to albedo because winter snowfall almost immediately resets all of the pertinent albedo
values. We therefore developed the annual snow accumulation maps in this study by computing the
snow/ice energy and mass balance over only one annual cycle. Subsequent changes to the model
increased this éensitivity and introduced unnecessaty etrot in the results. Figure 6-41b illustrates the
change in the net accumulation map from the base case after running the calculations for a second
cycle. Simulation of ice flow using the 2-cycle net accumulation map indicated that by neglecting
initial conditions we systematically overestimate terminus position descent by about 5%!3 (100 meters

in elevation; 0.9 ki distance).
SENSITIVITY TO ESTIMATED AILBEDOS

The energy balance model is currently parameterized to include only two albedos, one for snow
and one for ice. The actual albedo is likely to be highly variable and time-dependent, particularly in
the ablation area. To estimate the sensitivity to this uncertain parameter, we considered the possibility
that much of the ablation atea might consist of much dirtier ice than the glacier from which the
original parametetization was based. Accordingly we altered the albedo of ice to 0.25, recalculated the
surface energy balance, and simulated glacier flow using the resultant net accumulation map. The

effect is, predictably, a significant increase in ablation in the lower pottions of the basin. In response

13 The initial albedo in these calculations was set to the mean of the two possible values incorporated. Given that the error
is essentially only in the ablation atca, the need for calculations through multiple cycles could almost cettainly be avoided by
setting the initial albedo to that of melting ice.
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to this change in surface accumulation, the base case glacier retreats upward by 18% (~260 m higher,

2.9 km shorter).

SENSITIVITY TO WIND SPEED

The latent and sensible heat fluxes are both proportional to wind speed in the mass transfer
approach to tutbulent heat transfer. An increase in wind speed thus removes additional heat from the
snowpack via increased sublimation and evaporation and adds thermal energy by an increase in
sensible heat flux. The net effect depends on the ambient air temperature, relative humidity, length of
the ablation season and the magnitude of the other componentsrof the energy balance. Figure 6-42
llustrates the effect of a doubling in wind speed. The result is increased ablation over most of the
sutface, with the greatest increases coincident with highest mean annual temperature. However, in
high-elevation areas where protection from surrounding terrain is minimal, a larger propottion of the
energy available for melting is via shortwave radiation. Associated turbulent transters tend to be
negative and the wind speed therefore increases net snow accumulation in these areas, in many cases
even changing ablation areas to accumulation areas. This 1s a particularly noteworthy result in that it
clearly demonstrates that the model is capable of reproducing the detailed interplay between the
various components of surface energy balance in a way that simpler models cannot hope to emulate.
For the base case Tioga maximum glacier considered here, a doubling in wind speed makes the

terminus retreat by about 18% (350 m increase in elevation, 4.2 to 5 km decrease in length).

The sensitivity of the model to wind speed also reflects its sensitivity to the turbulent energy
transfer coefficients, because they are simply proportionality factors in the turbulent heat transfer
calculations. We believe, however, that the bulk transfer coefficients are fairly well constrained for
modetn conditions and less likely than wind speed to vary with climate. For the purpose of

estimating uncertainty in the turbulent heat transfer term in Bishop Creek, we assume that a change
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in wind speed of a factor of ~2, up or down, might have been associated with the last glacial
maximum climate, and that a decrease in wind speed would have an equal and opposite effect on the

position of the terminus.
SENSITIVITY TO CLOUDINESS

Cloudiness affects several of the energy balance components of the model. Increased cloudiness
decreases the atmospheric transmissivity of shortwave radiation; increases the emissivity of the
atmosphere and, thereby, the longwave radiation incident on the ice; and increases the surface albedo
of the ice surface. The net effect of increased cloudiness thus depends on the temporal distribution
of cloudcover and the ambient air temperature and radiation balance of the surface. Figure 6-42
illustrates the results of (A) a doubling in cloudcover (up to a maximum of 100%) and (B) a shift in
the seasonal distribution of cloudcover by six months. Monthly values of the relevant energy fluxes

calculated at South Lake ate shown in Figure 6-39. Again the reference simulation is the AT=-5,

P=150% net accumulation for the existing topography.

The dominant effect is clearly the decrease in shortwave radiation and across much of the grid
ablation is reduced by several centimeters. Thete is vittually no effect in the highest accumulation
areas whete the global radiation is already low. Increases in ablation are apparent in a few small areas
scattered across the surface. These ate typica]l?’ close to the local ELA and presumably have
substantial radiant cooling. The increase in incprning longwave radiation in those areas appears to
override the cortesponding decrease in shortwave radiation. Again, this demonstrates the power of
this approach in illustrating the complex relationship between the various components of the energy
balance in high-telief terrain. The net effect of these incteased cloudiness simulations, accomplished
either by shifting timing or simply doubling it, was essentially the same, resulting in a ~5% increase

(100 m decrease in elevation, 1.5 km increase in length) in glacial extent telative to the base case
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glacier.

Base case climate: AT = -5;

PIP,= 1.5
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Figure 6-39. Mean monthly shortwave, longwave and net energy fluxes to the glacier surface at South Lake in the
South Fork of Bishop Creek under chimatic conditions of —5°C and 1.5 times precipitation assuming (kft) modern
clondiness conditions, (center) a doubling in clondiness and (right) cloudiness distribution shifted by 6 months. Only

9 10 11 12
Month of water year (October — September)

9 10 11 12

months where tomperature is above ero are shown; first month in each series is June.
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SUMMARY

The sensitivity tests we conducted are summarized in Table 6-1. They demonstrate significant
sensitivity to certain assumptions and parameters of the model, some of which result in systematic,
and therefore correctable, errors in model predictions and some of which simply add uncertainty to
those predictions. Thus far we have described model sensitivity in terms of glacial extent. In using
these models to infer paleoclimatic conditions however, we need to describe those changes in terms
of paleoclimatic parameters. As a direct comparison of the effect of a simple temperature change on
the glacier with these effects, Table 6-1 also shows the difference in glacial extent between the base
case glacier and that produced from conditions 1°C warmer (Table 6-1 H). The sensitivity to
temperature is. about 420 m/°C. Given the decrease in extent that occuts when the energy and flow
models are coupled through three iterations, we anticipated that a temperature depression of ~5.65
°C, with the same 150% relative precipitation rate, would actually be needed to sustain the base case
glacier. To test that, we conducted three colder climate simulations using the base case glacier surface
for topography and incorporating multiple-cycle energy balance calculations to the effect of initial
condition. Those simulations (Table 6-1: I-K) indicate that the combined effect of neglecting initial
conditions and glacier topography in the enetgy balance calculations is an ~0.75°C undetestimation
of the needed temperature depression, or equivalent precipitation increase. Although this implies that
a systematic correction should be applied to the contours of Figure 6-25, that cotrection should be
proportional to glacial extent, as the changes in topography resulting from growth of small glacters
are relatively minor. It is also possible that the energy balance calculated with the glacier topography
as the ice surface might in some ateas yield more accumulation than that calculated using the
underlying topography as the ice surface. The extent to which the two models should be coupled in

order to provide the necessary detail should be determined on a case-by-case basis.
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AZ AZﬁ'ac AX AXfmc
Source of errot/uncertainty (m) (%) (km) (%)

A Flow constants for deformation and sliding (actual from k/10) =270 -13 2.9 -1
B Glaciet growth feedback on energy balance, iteration 2 297 -15 3.4 -12
C  Glaciet gtowth feedback on energy balance, iteration 3 -265 -14 -2.9 -1
D Low Albedo = 0.25 -345 -18 -4.2 -15
E  2xCloudiness +95 +5 +1.5 +5
F  2xWind Speed -315 -16 3.5 -13
G Neglecting initial conditions -95 -5 -0.9 -3
H -4.0°C, 150% P — calculated on existing topography -417 21 -5.8 21
I -5.5°C, 150% P — calculated on surface of base case glacier -84 -4 -0.9 -3
] -5.8°C, 150% P — calculated on surface of base case glacier +50 +3 +0.7 +3
K -6.0°C, 150% P — calculated on surface of base case glacier +90 +5 +1.5 +5

Table 6-1. Changes in terminus position as a result of various sensitivity tests described in the text. AZ and AX are,
respectively, the wertical and horigontal changes in terminus position. AZy, and AX,, are the fractional changes in the
decrease in elevation (1950 m) represented by the base case, and the total length (27.5 km) of the base-case glacier. Note
that item C also corvests for the effect of instial conditions described by simulation G.

To interpret the sensitivity to uncertain model parameters and possible changes in second-order

climate parameters in terms of temperature and precipitation, we used the climatic sensitivity of the

base case glacier as lustrated by Figure 6-25, ~420 m/°C and ~800 m per unit change in relative

precipitation. Table 6-2 summarizes the resultant uncertainty for changes we consider useful in

estimating the impact on paleoclimatic inferences made with the model.

Source of error/uncertainty AT (°C)  AP/Py (o)
A Glacier growth feedback on energy balance +0.75 +38
B Neglecting initial conditions +0.20 +12
C  Flow constants for deformation and sliding +0.25 +13
D Albedo +0.80 +43
E  Cloudiness *0.20 +12
F Wind Speed *0.75 +40
G ‘Turbulent transfer coefficients +0.75 140
H  Precipitation regression +0.40 +20

Table 6-2. Estimated paleockmalic uncertainties associated with various ervors and unceriainiies
in the modeling process. Effecis of the uncertainties are described in ferms of the difference in
temperature depression (AT), and the difference in the relative precipitation rate (AP/P,) that
would be required to produce the Tioga maximum glacier relative to the base case simulation.
Items A and B are considered systematic errors. Estimated uncertainties are based an (C} a
Sfactor of 5 wncertainty in both flow constants, (D) an ~40% error in the albedo of ice, (E) a
Sactor of 2 difference in cloundiness, (F) a factor of 2 difference in windiness, (G) a factor of 2
difference in turbulent transfer coefficients, and (H1) a 20% difference in precipitation.

To illustrate how these uncertainties ate likely to affect paleoclimatic interpretations based on the

glacier flow model, we conducted a preliminary uncertainty analysis using a logic tree approach
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[Mishra, 2002]. We subjectively estimated Bayesian probabilities associated with certain deviations

from the parameters used in our model of the Bishop Creek glaciers. Because the glaciers are

relatively more sensitive to temperature than precipitation, we used the difference in temperature

between that required for the base case glacier and that needed under the new conditions (based on

the data summarized in Table 6-1 and Table 6-2) as an index of the effect on the model’s output.

Probabilities and temperature effects associated with the various conditions are summarized in Table

6-3.
Difference in  Probability
Effect & temperature of
magnitude estimate (°C) occurrence
Flow Constants
x5 0.25 0.17
x 1/5 -0.25 0.17
Asls 0 0.67
Ice Albedo
x 0.4 -0.8 0.33
x 1.4 0.8 0.17
As |s 0 0.50
Precipitation
x 0.9 -0.2 0.33
Asls 0 0.67
Mean Wind Speed
x 2 -0.75 0.33
Asls 0 0.67
Cloudiness
X2 0.2 0.33
Asls 0 0.67
Bulk Transfer Coefficient
X 2 -0.75 0.17
x 0.5 2 0.17
Asls 0 0.67

case model.

Table 6-3. Parameter changes included in the
logic  tree  uncertainty analysis,
probabilities, and the difference in temperature
Jrome the temperature predicted nsing the base-

estimated

Due to computational limitations!, we considered
only a limited range of effects connected with parameter
uncertainty in this analysis (systematic errors are treated
separately). We considered only increases in wind speed
and cloudiness, for example, because it seems unlikely
that they would have been reduced during the glacial
petiod. If our precipitation model is in error, it is
probably biased toward too much precipitation in the
higher elevations. We based the high-elevation estimate
on data from the PRISM project [Daly e a/, 1994], but
the 4-km grid cells along the crest in that data set are
probably skewed toward the much higher precipitation
rates that exist on the west side of the crest. We
therefore included a 33% probability that precipitation

15 ~10% less than that used in the model. The albedo of

14 Improved programming, particularly in terms of the coupling of the two models, should effectively eliminate those

restrictions.
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5% - melting ice on the Sierra Nevada glaciers of
bzo% the late Pleistocene is difficult to estimate
= 15%

s but, if anything, is probably lower than the
o 10%
o
5% 40% value we used. We used higher and
0% lower values in our logic tree but assigned
O I R A R O N S
AT (°C) | higher probability to the latter. We applied a

Figure 6-13. Histogram of increases- over the base-case model
estimates - in lemperature depression needed to sustain a given
Glacier at steady state.

factor of two increase and decrease in the
turbulent heat transfer coefficient and a

factor of five increase and decrease in the ice flow constant, with equal weights on either side.

Effects and probabilities associated with the various parameter changes are summarized in a
histogram in Figure 6-43. The outcomes desctibe how much warmer, relative to the base-case model,
conditions would need to be to sustain a given steady-state glacier. Results suggest that a one-
standard-error estimate of the uncertainty in the temperature depression predicted by the glacier
model is approximately £1°C. The histogram is slightly skewed (mode and mean) toward positive
temperature differences, indicating the greater proportion of alternative scenarios would require

slightly greater temperature depression for a particular glacial extent.

Although the glacier modeling apptoach described here is central to the goals of this project, the
larger purpose of this study is to examine how combined analysis of glacial and lacustrine tecords
may be used to better constrain estimates of paleoclimatic conditions. We have not, therefore,
attempted a detailed analysis of the glacier model’s sensitivity to various parameters. The preliminary
analysis described is primatily intended to illustrate the sensitivity of model to the most influential of
numerous uncertain parameters, and, perhaps mote importantly, the highly detailed information that
can be obtained during such tests. Further sensitivity analyses should lead to imProvements in the

model but may also refine our understanding of the interaction between the energy balance and flow
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of glaciers, and their climatic and topographic controls. In contrast, assumptions commonly included
in simpler approaches to reconstructing paleoclimate from glacial landforms largely preclude such

analyses.

POTENTIAL APPLICATIONS OF THE 2-D GLACIER MODEL

As hinted at in the sensitivity discussipns, our glacier modeling approach shows particular
promise as a means of interpreting complicated distributions of ice cover and differences in past
glacial extent in different basins. It should, for example, prove particularly valuable in differentiating
between latest-glacial and Holocene glacial features. Some Recess Peak deposits in the Sierra Nevada,
for example, have been mapped as Matthes deposits and vice versa [Burbank, 1991]. Distinguishing
bétween those features can be difficult because the ELA depressions represented are similar and the
advances are small enough that topographic controls make changes in one basin radically different
than those in anothet basin of differing slope and aspect. Researchers have long recognized the
importance of topographic controls on such advances, citing differences in radiation, wind, snow-
drift, and precipitation as potentially important effects [Clark and Gillespie, 1997]. Our model
provides a means of specifically addressing the question of what are the dominant topographic
controls on small glaciers, and a means of predicting, correlating and mapping such features in basins
of vastly different orientation, aspect, and overall geometry. In its current form, the model
reproduces remarkably well the modern glaciers in the Bishop Creek area. Comparison of modeled
Recess Peak glacial extent with preliminary mapping of Holocene deposits in Bishop Creek [Clark,
personal communication, 1999] indicates excellent agreement in some areas and considerable
differences in others. Given the preliminary nature of the field mapping, it is impossible to say
whether the glacier model or the field mapping more accurately desctibes the distribution of small
glaciers in Bishop Creek during the Recess Peak advance. Even if the model proves to yield only a

poor fit to the field evidence however, it provides a tool that can be used to explore the possible
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causes for the discrepancies and thereby lead to an improved version of the model and a better

understanding of the controls on glacier extent.

Other questions that the model could be used to explore include:

Why are AARs of glaciers typically close to 0.65. Is AAR primarily controlled by surface

enetgy balance or the flow characteristics of ice?

How do the feedbacks between the sutface energy balance and the surface topography

affect glaciers of varying size, shape and orientation?

What ate the effects of the feedback between glaciation and surface energy balance due
to glacial erosion? Through a series of glacial cycles, glaciers tend to increase relief as
they catve the valleys deeper but leave the windblown mountain peaks relatively
untouched. How does this process affect the extent of glaciation during the next glacial

cycle?

How do ice flux and velocity, as controlled by surface energy balance; transient state;
and topography affect debris deposition? Moraine development is largely a result of
stability, as the glacier annually advances toward and away from the same margins. How
sensitive ate the locations of these marging to perturbations in mass balance as a
function of topography and mass balance? Can the glacier flow model be used to predict

where and when significant moraines would develop under different conditions?

The latter two questions suggest that with the addition of an erosion function and debris-transfer

scheme to the model, transient simulations of glacier growth and recession would be a valuable

means of addressing several interesting geomorphological questions.

Another potendal application of the model becomes evident when we carefully examine results

of simulations that produce similar glacial extents with dissimilar climatic conditions. Figure 6-44

Mlustrates two different combinations of temperature and precipitation that could produce the Tioga

maximum advance in Bishop Creek. The first represents a condition 6° C colder and 10% wetter
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than modern. The second is 2 much wetter and warmer climate, only 2° colder but with ~3 times the
modern precipitation rate. Figure 6-45 displays the simulated steady-state glaciers that would result
from those net accumulation patterns. While the glacier terminus in each of these simulations 1s
essentlally the same, there are several interesting differences in the overall pattern of ice distribution.
Both accumulation rates and ablation tates ate higher in the wetter simulation and the flux through
the glacier, reflected in the ice thickness, is thus considerably greater. The accumulation area in the
wetter simulation, howevet, is significantly smallet because the steeper mass balance gradient
concentrates the accumulation at the high elevations. The colder climate simulation displays a much
gentler mass balance gradient and the accumulation area extends to lower clevations. As a result
several small glaciets develop at low elevations in the basin, many of which are too small to coalesce
with the main glacier. In contrast, as almost all of the snow in the wetter climate falls at high

elevation, virtually all of it is within the contribution area of the main Bishop Creek glacier.

As discussed previously (Figure 6-23), conditions on Table Mountain, the flat-topped mountain
between the Middle and South Fortks, are also quite dissimilar under different climate scenarios.
Under the colder climate most of it is capped by a thin glacier that flows outward from the center of
the mountain. Undet the wettet clitnate, small glaciers form on its flanks but most of the upper
surface remains ice-free. The climatc sensitivity of areas like Table Mountain, and the small,
subordinate glaciers that can develop at low elevations, suggests that geomorphic evidence from such
areas may be diagnostic of the relative importance of temperature versus precipitation changes in
producing « particular glacier, at least for extreme differences in the relative importance of

temperature and precipitation.
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Figure 6-44. End-member net accumnlation maps for the Tioga II glacier in Bishop Creek. DT = temperature difference
Jrom modern climate. Prel = precipitation rate normalized to that of the modern climate.
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Figure 6-45. Simulated glaciers developed from the net accumulation maps in Fignre 6-44. DT = temperature difference
Jrom modern climate. Prel = precipitation rate normalized to that of the modern climate.
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CHAPTER 7 - COMBINED ANALYSIS OF GLACIAL AND LACUSTRINE RECORDS

The Thornthwaite water balance model described in Section Chapter 3 -, combined with a
simple saturation vapor-pressure based estimate of lake evaporation sensitivity, provides us with a
response surface that describes the changes in cumulative lake surface area that would likely
accompany changes in precipitation and temperature in the basin (Figure 3-17). Similarly, the glacier
model described in Section 5 provides a means of estimating glacier response to a wide range of
changes in temperature, precipitation and other parameters such as wind speed, relative humidity,
and cloudiness. Comparison of the response surfaces of the Bishop Creek glacier and the Owens
Valley terminal lake system (Figure 7-1) illustrates several important points relevant to their use as a
means of reconstructing paleoclimatic conditions. First, as evidenced by the contour intersection
angles, the glaciers and terminal lake systems have dramatically different relative sensitivities to the
ptimary climatic vatiables. The glacier displays much greater relative sensitivity to temperature while
the lakes are much more responsive to changes in precipitation. Thus, to the degree to which these
models adequately capture the physics of the two systems, they should provide a valuable means of
more firmly constraining the climatic conditions implied by a given combination of lake and glacier
extents. Second, the sensitivity of both systems to changes in temperature and precipitation is
essentially linear throughout the range of climatic changes tested. As most of the energy balance
equations are, at best, weakly non-linear functions of the primary climatic variables, this is not
sutptising, Third, while changes in the terminal lake system are essentially linear, the lake system is
extremely sensitive to precipitation, reflecting from the amplified response of runoff to precipitation.
The effect of evaporation depression on the lakes themselves is minor in comparison. Amplification
in the runoff response to precipitation is consistent both with analysis of historical records of
streamflow response and with theoretical considerations of how runoff in arid basins responds to

climate change. Moteover, the magnitude of the modeled runoff tesponse is consistent with
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observed relationships between temperature, precipitation and streamflow in the U.S. [Langbein,

1949].

We now consider how these combined response surfaces can be used to interpret a chronology

Temperature difference (°C)

1 2 3 4 S
Relative precipitation rate (P/P,)

Figure 7-1. Overlay of the Bishop Creek glacier response surface (thin black, subborizontal, contours of equal terminnus
elevation (m)) and the Owens Valley lake system response surface (thick gray contours of cummulative lake surface area
(10° ")) Terperature and precipitation reference (Pp) conditions refer to modern climate.

of changes in both the glacial and lacustrine systems. The amplified response to precipitation
demonstrates that only a small subset of the climatic conditions displayed in Figure 7-1 is necessary
for analysis of the possible lake surface area ‘in the Owens Valley. Even without a change in
temperature, the sensitivity of the lake system to precipitation means that a 5-fold increase in
precipitation could produce a cumulative lake surface area of >6,000 km? a value well beyond what

might be considered reasonable for the combined basins (even with Panamint Lake full, the
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combined sutface area of the system would be less than 2500 km?) Interestingly, however, the
corresponding glacier response is entirely within the range of changes observed in the geologic
record, with the same conditions producing a glacier not even as extensive as the Tioga maximum

glaciers.

Based on data from Owens Lake, Seatles Lake, and the glacial deposits in Bishop Creek and
Horton Creek, we have developed chronologies for both systems (Figure 2-3, Table 4-1). The timing
of major events in these chronologies is quite consistent and suggests the following broad
chronology for the entire hydrologic system for the period dating from the last glacial maximum
(Figure 7-2). The oldest glacial deposits that represent the last glacial maximum in Bishop Creck date
to approximately 26 ka. Evidence of the position of the lakes at that time is sparse but isotopic data
from Owens Lake suggests that this was only a moderately wet petiod for Seatles Lake. The next
event, designated Tioga stage III and occurring between about 20 ka and 17.7 ka, is relatively well
constrained in both time and spatial extent for both systems. The glacier in Bishop Creek extended
down to an elevation of ~1675 m, to near the mouth of Coyote Creek, and lake sediments deposited
at Poison Canyon indicate that Searles Lake was very likely at its sill and overflowing. A long hiatus
(~3 kyr) in the Owens Lake record occurs between the Tioga III advance and the last major Tioga
pulse - the Tioga IV advance - that tetminated at the confluence of the South and Middle Forks in
Bishop Creck. Climatic conditions between the Tioga IIT and Tioga IV advances ate, as a result,
poorly constrained. The unconformity in the sediments of Owens Lake strongly indicates an interval
of much drier conditions, but the duration of that period 1s unknown. The lack of glacial deposits
with ages between the Tioga III and Tioga IV events is consistent with the occurrence of a warm, dry
period during that interval but data from Searles Lake suggests a return to alternating wet and dry

episodes in Searles Basin by ~17 ka.

Our dates on Tioga IV moraines are consistently around 15 ka and this coincides with the age of
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tufa deposits at Seatles Lake, indicating that the lake again reached its sill during the Tioga IV
glaciation. The end of Tioga stage IV, as evidenced by dates from the glaciers and Searles lakebed
deposits, seems to correspond with the established date for onset of the Bolling/Allerod watm
period, 14.76 ka. The lake records, however, indicate that very wet conditions persisted until about 13
ka. From this, and George Smith’s chronology [1987] of the pluvial period in Owens Lake, we
conclude that Seatles lake was probably relatively large but below its sill during the Bolling/Allerod
(~14.7 — 12.9 ka). The end of this wet petiod is concurrent with the construction of the Recess Peak

mortaines, which typically yield ages close to 13 ka.
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Figure 7-2. Estimated history of changes in the glacial and terminal lake system in the Owens Valley jor the past ~20
kyr. Curved line (left ordinate) is cumulative surface area for the Owens Valley lake systerm. Dotted lines indicate lake
surface arca at lake sills. Bars (right ordinate} represent elevations of glacial termini during advances or relatively stable
Glacial periods in Bishop Creek.

Qur interpretation of the chronology of changes in the hydrologic systems in the Owens Valley
during the past ~25 ka yields essentially four wet periods where both systems are relatively well
constrained. These periods cotrespond with the Tioga I, Tioga III, Tioga IV and Recess Peak glacial
advances in Bishop Creek. To reconstruct the climatic conditions that existed during those periods,

we display these constraints by positioning them along the corresponding contours of a subset
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(Figure 7-3) of the combined response surfaces shown in Figure 7-1. The area of intersection of the
cotresponding glacier and lake contours defines the range of climatic conditions that could produce
the two systems at the observed extents. Because of the large contrast in the slope of those contours,

the area generally defines a very narrow range of likely precipitation and temperature changes.

Temperature difference (°C)
A

“| ~22 ka

0.5 1.0 1.5 2.0
Relative precipitation rate (P/P,)

Fionre 7-3. Owverlay of the Bishop Creek glacier terminus position response surface (thin black, subborigontal, contour
Lnes labeled with terminus elevation in meters) and the Owens Valley lake system response surface (cumulative lake
surface area contonrs (thick gray lines). Heavy black dashed lines indicate cumulative lake surface areas at sills of
Ouwens, China and Searles Lakes. Temperature and precipitation reference (Py) conditions refer to modern climate.

This discussion has heretofore neglected the not insignificant uncertainties involved in our
estimates of the response of the glacial and lacustrine systems to climate change. Systematic errors in
out calculations of glacier response include (1) neglecting the feedback between the surface energy

balance and the surface itself, due to addition of glacial ice to the existing topography and (2)
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application of initial conditions that lead to slight underestimation of ablation rates. Together these
effects lead to an underestimation of the climate change needed to maintain a certain glacier. For the
Tioga maximum glaciers in Bishop Creek, an additional 0.75°C temperature deptession, or ~40%
increase in precipitation would be needed (Table 6-2). Assuming the errot is directly propottional to
glacial extent, the necessary cotrections for the Tioga IV and Recess Peak advances are -0.6°C or
~+30% precipitation, and -0.1°C or ~+5% precipitation, respectively. We can represent these
systematic errors with a corresponding offset in the glacier contours that represent the periods of
known glacial extent. This slightly alters the paleoclimatic estimates of precipitation and tempetature
derived from the intersecting lake and glacier contours (Figure 7-4). Potential differences in second-
otder climatic variables, such as windiness and cloudiness, which might have attended the last glacial
petiod, contribute significant uncertainty to our paleoclimate cstimates. Based on the results of our
preliminary uncertainty analysis, it appears that one standard error in temperatures estimated using
the glacier model is on the order of 1°C or, equivalently, a ~50% change in the relative precipitation
rate. ‘These uncertainties are shown as error bats on the precipitation and temperature combinations

that correspond to intersecting lake and glacier contours (Figure 7-4).

Additional uncertainty stems from our model of the response of lake surface area to climate
change in the Owens Valley and to the uncertainty in our lake level chronology. At this point we
have not conducted similar sensitivity tests with the water balance model to estimate the effects of
uncertain parameters. That analysis is not warranted at this time primarily because the greater
uncertainties associated with it stem from the assumptions of the model itself, rather than in the few
parameters included in it. The model we have applied is perhaps most notable for its lack of input
parameters and its usefulness may be primarily as an alert to the potential simplicity of the system.
Additional modeling, using more sophisticated basin water balance models, is needed to examine

whether the predictions of our simpler model are reasonable. We also note that both the timing and
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magnitude of events in the lake surface area chronology of the Owens Valley are considerably less
well-constrained than the glacial chronology. For these reasons, we have not attempted to illustrate in

Figure 7-4 the uncertainties associated with the lacustrine system.

Temperature difference (°C)
A

0.5 1.0 1.5 2.0
Relative precipitation rate (P/P )
Figure 7-4. Total lake surface area contours (dasbhed lines) corresponding to various sills in the system,
and glacier terminus elevation contours (solid lines) corresponding to four of the last five recorded
advances in Bishop Creek. The latter have been adjusted to account for systematic ervors in the glacier
model. Circles and corresponding ages indicate the intersections of contours describing contemporaneons
events in the lake-surface area and glacial chronologies. They therefore describe the temperature and
precipitation combinations that conld satisfy both constraints. Evror bars represent one sigma errors in
the temperature and precipitation estimates derived from the glacier model.
From the contour intersections in Figure 7-4, we can deduce both the temperature and
precipitation changes that accompanied changes in the water balance of the Owens Valley glaciers

and lakes duting the last ~20 ka. The most striking result is that the glacial-pluvial period appears to

have been more the result of lower temperatures than of increased precipitation. Stages I and III of
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the Tioga glaciation appear to have been chatacterized by temperature depressions of approximately
5.5°C and 6.5°C, respectively, and a precipitation increase of only ~30 - 50%. Approximately 3,000
years after the Tioga ITI moraines wete constructed, the glaciers in Bishop Cteek had taken position
upcanyon at the confluence of the Middle and South Forks, ~9 km and 350 m higher in elevation.
Highest levels in the lake system, on the other hand, appear to have been little diffetent; the change
in climatic conditions therefore appears to have been ptimarily a result of warming, by approximately
2°C. The slight increase in precipitation from the Tioga IIT to the Tioga IV (from ~40% to ~60%)
reflects our interpretation that the cumulative lake surface area was much the same at both these
times. This may or may not reflect the average conditions that existed during the Tioga IV period but
even relatively large differences in the lake area would not substantially alter the amount of warming
implied. Although Seatles Lake continued to receive significant inflow duting the next few thousand
years, the glaciers retreated dramatically after ~15 ka and the last moraines of the latest Pleistocene
are the Recess Peak deposits (~13 ka) that reflect a glacial period much closer to modern conditions
than those of the last glacial maximum. From Figure 7-3, we infer that conditions duting the Recess
Peak advance differed more in precipitation than in temperature, comprising a temperature

depression of about 1°C and a precipitation rate about 50% greater than at present.
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CHAPTER 8 - IMPLICATIONS AND DISCUSSION

Constdering the uncertainties and systematic errors discussed above, the LGM tempetatute
depression estimate derived from this analysis is approximately 5%2° to 6%2°C, slightly less than that
estimated by Dohrenwend (-7°C) [1984]. Much of the difference appears to stem from our
conclusion that precipitation rates were 20 to 40% higher than modern precipitation rates. With no
change in precipitation, our coupled snow/ice energy and mass balance model and glacier flow
model would also require a change of ~~7°C to produce the LGM glacier in Bishop Creek. Though
slightly less than the estimated depression of Dohrenwend, the paleotemperature estimate of this
study is entirely consistent with reconstructions based on paleoecological evidence. The closest of
these studies to the Sierra Nevada are an estimate based on plant remains in ancient packrat middens
from the Colorado Rivet in northetn Atizona (4.8 to —6.1°C [Cole, 1990]) and a pollen and
macrofossil study of Potato Lake in central Arizona (-5.2°C [Anderson, 1993]). Though those
estimates are subject to considerable uncertainty due to the assumptions required to convert the
obsetvations to temperatures [Stute e g/, 1992], they are supported by noble gas paleothermometry
studies of groundwater in Texas [Stute e# 4/, 1995] and New Mexico [Stute e ., 1995]. Together
those studies suggest that LGM temperature depression in the southwestern U.S. was uniformly

about 5° to 6°C.

Previous authots have suggested that temperature and precipitation should be somewhat
interdependent and such a relationship could potentially explain at least part of the increased wetness
of the pluvial petiod. Brakenridge [1978] argued that colder conditions in the Great Basin would be
expected to decrease the overall intensity of the hydrologic cycle and temperature depression should
therefore be accompanied by a decrease in precipitation. Mifflin and Wheat [1979], on the other
hand, noted an inverse correlation between precipitation and temperatute in basins in Nevada. They

thus concluded that temperature depression would likely be accompanied by an increase in
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precipitation. Although the arguments are not unreasonable, they seem to be based on oversimplified
models of the global water cycle. Several studies [eg. Hostetler and Benson, 1990] have argued that a
southward shift in the jet stream was the source of additional moisture in the Great Basin during the
Pleistocene and it seems likely that significant changes in temperature as well as temperature
gradients across the continent would result in some shift in position or intensity of the dominant
storm tracks in the region. The tesults of this study argue against a simple interdependence of the
primary climatic vatiables, at least during the last ~20 kyr. Much of the change to the warmer climate
that characterizes the Holocene, for example, seems to have occutred between ~18 ka and 13 ka, a
petiod in which Searles Lakes continued to regularly reach its maximum level, albeit somewhat
sporadically. The final change to Holocene conditions in the Owens Valley thus seems to be defined
by a final transition to drier conditions that was not accompanied by dramatic warming. The glacial
record indicates that the greatest warming in the basin was concurrent with the beginning of the

Bolling/Allerod, at the end of Tioga stage IV.

Our temperatute and precipitation estimates for the last deglaciation are based on combined
analysis of lacustrine and glacial records. They are thus subject to uncertainties in the estimates of
both the glacial and lacustrine extents as well as in the model predictions of their climate sensitivity.
Aside from questions about the precise timing and correspondence of changes in these systems, the
greater uncertainty in our reconstruction of the lacustrine and glacial histories lies in the lake level
history. The position of the Tioga III terminus position, for example, is well constrained in Bishop
Creek but the corresponding lake level, assumed here to be slightly above the sill at Searles Lake, is
not well constrained. Combined with the shape of the response surfaces of the lakes and glaciers, the
greater uncertainty in the lacustrine history suggests that our paleoptecipitation estimate is less well
constrained than the paleotemperature estimate. Changes in the estimated lake level of £20%, for

example, would imply a range of temperature depression between ~-4.5 and —6.2°C. The
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corresponding range in the estimated relative precipitation increase is ~—10% to +90%. For
compatison, the standard deviations of annual average temperature and precipitation at Bishop are
1.6°C and 7 cm (~60% of average annual precipitation), tespectively. That the latter range 1s not
much greater than the standard deviation of average annual precipitation in the area underscotes one
of the most significant conclusions of this study, that modest precipitation increases, with or without

a corresponding decrease in temperature, ate fully capable of producing the lakes of the pluvial era.

Although our model for desctibing basin and lake response to climate change is probably ovetly
simplistic, its predictions of basin sensitivity are supported in several ways. First, simple theoretical
arguments show that arid basin streamflow should display an amplified response to changes in
precipitation. This effect has been observed in historical records of streamflow and precipitation
variations in several mountainous basins in the western U.S., though the degree of amplification is
typically less than that predicted here. Second, the magnitude of the runoff response to precipitation
predicted by the simple watet balance model we applied agrees well with the observed relationship
between precipitation, tempetature and runoff in basins across the United States [Langbein, 1949,
1962]. That agreement improves when we apply the relationship on a spatially distributed basis and
incorporate primary riparian effects. Third, the glacier model for Bishop Creek incotporates a careful
accounting of the effect of changes in precipitation on snow mass and energy balance, including
basin-specific estimates of monthly precipitation distribution, temperature-based partitioning of
precipitation into rain and snow, and the related energy advection. The model should, therefote,
present a relatively robust estimate of glacier sensitivity to precipitation. In this case, it clearly
indicates that only a narrow range of modest precipitation increases are consistent with both the

Tioga maximum glacier and other estimates of LGM temperatute depression.
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CHAPTER 9 - CONCLUSIONS

The principal aim of this study has been .to develop a means of combining information from
glacial and lacustrine records to produce improved estimates of paleoclimatic conditions. Toward
that end, we have developed alpine glacier and terminal lake system models that attempt to capture,
using physically based equations, the primary relationships between their watet balance and climate.
We take a holistic approach in using these models to reconstruct paleoclimate from the geologic
record of glacial and lacusttine changes. Recognizing that the two systems respond quite differently
to the primaty climatic variables, we use theit combined constraints to construét the specific history
of changes in both temperature and precipitation that best reconciles both features of the basin’s
paleohydrology. In this study, we demonstrate this novel approach using the paleohydrologic record
of the Owens Valley to reconstruct the temperature and precipitation changes that characterized the
end of the last glacial period. We find that temperature depression during the last glacial maximum
was approximatély 6°C and that precipitation was probably on the order of 20% to 40% greater than
at present. The estimated temperature depression is consistent with paleoecological and noble gas
paleothermometry estimates of LGM temperature depression in the southwestern United States.
Following the LGM, temperatures increased by about 4°C between ~18 ka and 12 ka, with the most
dramatic warming occutting at about 15 ka, coincident with the onset of the Bolling/Allerod warm
interval. At the same time, precipitation seems to have been more or less maintained at a rate roughly
20-40% greater than at present until the very end of the Pleistocene, at ~10 ka. We conclude that the
“transition to the Holocene in the Owens Valley was marked more by a final decrease in precipitation

tather than by a dramatic final warming,.

RECOMMENDATIONS FOR FURTHER RESEARCH -

One of the mote significant conclusions of this study is that precipitation during the LGM was
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probably no mote than 50% gteater than today and that this, more than the accompanying
temperature change, was the mechanism for the dramatic increase in lake area in the Owens Valley
and probably throughout the Great Basin. This result is based largely on a relatively simple,
Thornthwaite-type, water balance model of the Owens Valley that predicts a strongly amplified
runoff response to precipitation. Though simplistic, the precipitation-temperature-runoff relationship
it describes is very similar to that observed among modern basins in the U.S [Langbein, 1949, 1962],
and the amplified sensitivity to precipitation is consistent with theoretical analysis of the potential
climatic sensitivity of tunoff in arid basins [Wigley and Jones, 1985]. This is intriguing in that it
suggests that our relatively simple model adequately describes the relationship between climate and
runoff in arid basins. Testing that supposition, using mote sophisticated distributed-parameter water
balance models, is among our highest priorities for further study of the climatic changes associated

with the pluvial period in the Great Basin.

While we hope that this research ultimately leads to improvements in predictive models of basin
evapotranspiration and runoff response, we believe that by itself the glacier model presented hete
stands as a significant advance in our ability to interpret the glacial record. The model was specifically
designed to incorporate the effects of topography on both surface energy balance and the flow of ice
in mountainous terrain and is, to our knowledge, the first attempt to take this detailed approach to
modeling the alpine glaciers of the Pleistocene. The model offers a unique opportunity to examine
the relationship between glacial extent and climate across a broad range of climatic conditions, which
is precisely what is needed to relate the climatic conditions associated with the large glaciers of the
last glacial petiod to the small cirque glaciers that survive under the modern climate. There are,
however, several matters that should be addressed in future applications of the model. First, it has
not been validated by comparison with extant glaciers of significant size. Simulation of a modern

glacier of a kilometer or more in length, where relatively detailed meteorological data are available,
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should demonstrate whether the flow equations ate sufficient to describe the critical features of
alpine glaciers. Also, as discussed in Section 6, simulations of specific glacial advances in Horton
Creek require significantly different climatic conditions than those that yield the cotresponding glacial
events in Bishop Creek. This suggests either that climate is highly variable over short distances in the
Sietra Nevada or that other influences are effecting the apparent differences in the behavior of the
Horton Creek and Bishop Creek glaciers. These questions might be answered by consideration of,
for example, the relative amount of glacial deposition that has occurred in those basins. Our model
provides a useful tool to investigate such questions and solution of that puzzle should either lead to
improvements in this modeling approach or to an improved understanding of the controls on glacier

size and distribution at the basin-scale.
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APPENDIX B

ROCK SAMPLE
PROCESSING FOR °°CL
ANALYSIS
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1.

Rock preparation
1.1.  Initial cleaning

1.1.1. Thoroughly clean the surface of the rock, removing any
moss, lichen, dirt, or other organic matter.

1.2. Rock crushing

1.2.1. Crush the rock into pieces of approximately 1-2 cm in size.
For lava flow samples only the top 5-7 cm of the sample
should be used. If the sample is thicker than this, trim off the
lower part with a rock chisel or other necessary tools. You
will want to select a piece of the rock for thin section
and grain size analysis. Preferably, this piece should not
be taken from the surface and should be large enough for
analysis (~1" x 1" x .5") (This is generally no problem with
larger samples).

TEMA Mill: Grinding and Sieving
2.1. TEMA Mill (Shatterbox)

2.1.1. Final grinding of the sample should be done using the TEMA
shatterbox. '

2.1.2. Grind the 1-2 cm pieces crushed earlier.
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2.2. Sieving

2.2.1.

2.2.2.

Transfer the ground sample to a 150-micron mesh sieve.

Collect the < 150-micron fraction (fine) in the pan located
with the sieves. Transfer the > 150-micron fraction (coarse)
to a piece of the wax paper and the fine fraction to an
additional piece of wax paper. The ratio of coarse to fine
should be approximately 50/50 by weight. If the fine ratio is
too high, the sample should be ground for less time. If
grinding for less time leaves too many large pieces, the
coarse fraction can be briefly reground, but not re-sieved.

3. Leaching sample

3.1. Leaching solution

3.1.1.

The > 150-micron fraction of the sample should be leached
in 3% nitric acid to remove meteoric chloride and secondary
carbonate. If the sample material to be analyzed is
carbonate, it should be leached in 18 MQ DI water.

3.2. Sample leaching

3.2.1.

3.2.2.

3.2.3.

Label large glass beakers (1 liter) (washed, then rinsed
thoroughly in 18 MQ DI water) and transfer the ground
samples to the beakers. If the samples are very large (i.e.
greater than 300 g) you might consider using 2 separate
beakers for the sample.

Add a volume of 3% HNO3; about equal to the sample
volume. (Add a very small amount of 3% nitric acid at first
and note the reaction of the sample. Then add the rest to
equal the sample volume). Stir the sample with a clean stir
rod or swirl the sample around to assure that it is completely
wetted. NOTE: any bubbling behavior should be noted in
your lab book (this is usually the result of a high
concentration of carbonate in the rock sample and, if
significant, may require a second leaching, or more).

After stirring the sample, add additional 3% nitric acid equal
to 3 - 4 times the sample volume. The acid should be added
more slowly to samples that reacted or bubbled strongly
when the first acid aliquot was added, in order to prevent
bubbling over.
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3.3.

3.2.4.

3.2.5.

3.2.6.

Stir each sample several times with a clean stir rod and
cover the beaker with a clean watchglass.

The samples should be allowed to leach for 8 - 12 hours. If
possible, stir the samples once or twice during leaching.

If a sample reacted particularly vigorously, add an additional
small amount of 3% nitric acid about half way through
leaching, in case the existing acid has been neutralized.

Rinsing leached sample

3.3.1.

3.3.2.

3.3.3.

3.3.4.

3.3.5.

3.3.6.

When leaching is complete, pour the solution, but not the
sample, down the drain (turn the faucet on to facilitate any
further dilution of the acid and to rinse everything down
thoroughly). NOTE: the fine powder on top can usually be
rinsed down the drain. You typically just want the grains.

Rinse the sample once with 18 MQ DI water, pouring the
rinse down the drain.

After the first rinse, add a small volume of 3% nitric acid. If
bubbling occurs, the sample will have to be leached again by
following the steps in 3.2.

For samples that do not react or bubble further, rinse the
sample with a 1% sodium hydroxide (NaOH) solution.

Add the NaOH in approximately 100 ml aliquots, stirring
thoroughly between additions, until the pH of the solution is
between 7 and 9 (use pH paper). NOTE: You may want to
only add 50 ml of NaOH, and then small (~ 10 ml) aliquots
until the pH is between 7 and 9. Stir thoroughly between
additions. Pour the NaOH down the drain, and then rinse
the sample in 18 M2 DI water 2 - 3 times (or more) until the
pH is around 5 or 6.

Cover the beakers with watchglasses and place the rinsed
samples in the oven until dry. This may take 12 hours to 3
days depending on the size of the sample and the
temperature of the oven. You do not want the sample to boil.
[f possible stir the samples once or twice with a clean stir rod
at some point during the drying process.
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3.4.

3.5.

3.6.

Weigh and bag samples

3.4.1. Remove the dried samples from the oven and allow them to
cool.

3.4.2. If the sample size allows, place about 40 grams of sample
(obtained using the "cone and quarter” technique, see
section 3.5) in a labeled whirlpack bag. This sample will later
be ground in the TEMA to a fine powder for analysis by XRF,

- PGES, and total Cl. Put the rest of the sample in an
additional labeled whirlpack bag.

3.4.3. XRF needs a minimum of 10 grams but would like to have
20. PGES analysis of B and Gd (XRAL lab) needs a
minimum of 5 grams but would like to have 10. Total Ci
requires just a few milligrams, but it is nice to have 3 to 5
grams. So, set aside 40 grams if the sample size is large
enough, otherwise all that you think you can spare, keeping
the above minimum values in mind.

Cone and quarter technique

3.5.1. Dump the sample onto a clean piece of wax paper, forming a
cone shaped pile.

3.5.2. Mark the cone shaped pile with a clean spatula or scoopula
dividing it into approximately equal quarters.

3.5.3. Remove your sample from one of the quarters so as to have
a general mix of the entire sample, not just what's on top.

Grinding sample in TEMA mill for chemical analysis

3.6.1. Rinse an appropriate number of 20 ml scintillation vials and
small glass vials with 18 MQ DI water. (Usually 2 scintillation
vials and 1 small glass vial per sample). Dry the vials in the
oven at an appropriate temperature.

3.6.2. Add the entire sample (the 40 grams that was labeled to
grind for analysis) to the clean vessel and grind until the
sound changes from a clanking sound to a high pitched
sound. The sample should now be a very fine powder.

3.6.3. Weigh approximately 20 grams into one of the scintillation
vials (for XRF), 10 grams into the other (for PGES) and 5
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grams into a small glass vial (for total Cl). When transferring
into the vials use the "cone and quarter” technique (section
3.5).

Determination of approximate chlorine concentration

In this procedure an approximate total chlorine concentration is
determined using a specific ion electrode in order to calculate the size of
sample to be processed and the amount of *Cl carrier to be added. The
dissolution of the sample is accomplished by placing a small amount of
sample in the outer ring of the Teflon cell and a reducing solution in the
inner ring of the Teflon cell. An oxidizing solution is then placed in the
outer ring of the cell being careful that the oxidizing solution and sample
do not make contact until the lid has been securely placed on the cell.

4.1. Cleaning the Teflon diffusion cells (two step process)

4.1.1. First solution: combine 300 mil H,SO4 with 10.5 ml of
saturated KoCR,07 solution in a 600 mi acid washed beaker.
The K:CR207 solution should be put in the beaker first, and
then the acid should be added SLOWLY. This solution is
dark brown when first prepared, and can be used until it
becomes green.

4.1.2. Put the first solution on the hotplate until it is too hot to touch
(~ 1/2 hour at a setting of 7 or 8). When this is hot enough
remove it from the hotplate and fill each diffusion cell with
the hot solution until the center ring is completely covered.
Place the lids on the cells. While holding the lids on, invert
the cells back and forth several times, then place them under
the hood right side up and leave for 10-15 minutes. (NOTE:
the lids fit easier if you place them on each cell immediately
after filling the cell)

4.1.3. Second solution: heat 300 ml of HNO3; in a 500 m| beaker
on the hotplate as above. When it is close to boiling, add 50
ml of H,O,. Add the hydrogen peroxide very slowly to
prevent boil over.

4.1.4. Empty the first solution back into the beaker and rinse the
cell and lid in 18 MQ DI water very thoroughly.

4.1.5. After all the cells have been emptied and rinsed, fill each cell

with the second solution, making sure the center ring is
covered completely. While holding the lid on, invert each cell

B-6



4.2.

4.3.

4.1.6.

several times and place on the hood floor right side up for
10-15 minutes.

Rinse each cell thoroughly in 18 MQ DI water. Place the
cells on a piece of clean lab paper on the counter.

Preparing the oxidizing and reducing solutions

42.1.

422

Reducing solution: Add 5.8 g of KOH pellets to a tared
plastic tube with a lid. Retare. Add 0.29 g of Na»SOj3 fo the
mixture. Retare. Add 31 g of 18 MQ DI water. Replace the
lid, shake the solution and put aside.

Oxidizing solution: Using a 100-ml Teflon beaker. Place it
on the balance and tare. Add 0.4 g of KMnQ,. Retare.
Carefully add 5.6 g of 18 MQ DI water, trying to rinse the
sides of the beaker as you do. Place the beaker on the
orbital shaker. Add 1.85 mi of 50% H,SO,4. Turn the shaker
on and leave it for a few minutes. Remove the beaker and
place it under the hood. Add 32 mi of HF to the Teflon
beaker.

Loading the Cells

43.1.

43.2.

Conditioning cell: The first cell is used to condition the
electrode, and should have no sample loaded.

Standards: Standards are used to calibrate the electrode
and determine a slope from which the concentration of the
samples can be determined. The number and concentration
of standards run with each sample set depends on the
concentration of Cl in the samples. For complete unknowns,
run a 10 ppm, 100 ppm, 250 ppm and a 500 ppm liguid
standard.

4.3.2.1. Measure 0.2000 g (+ 0.0004 g) of standard solution
into the outer ring of the diffusion cell and record the
exact mass. The standard solution should form a
bead in the outer ring of the cell.

4.3.2.2.Prop the cell on the hood shelf with the bead of

standard on the uphill side. (You want to prevent
premature mixing with oxidizing solution)
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4.4.

4.3.3.

4.34.

4.3.5.

Samples: Place the lid on the stainless hood shelf and place
the diffusion cell on the balance. Write down the empty cell
weight and tare the balance. Using an 18 MQ DI water
rinsed and dried spatula, add 0.2000 g (+ 0.0004 g) of
leached, powder sample to the outer ring. With the spatula,
spread the sample over ~160 degrees in the outer ring, and
then record the exact final mass. Place the cell on the hood
shelf with the sample on the uphill side.

Adding Solutions: When all of the standards and samples
have been loaded, put 2.5 ml of reducing solution into the
inner ring of the diffusion cells. Then, measure 3 ml of
oxidizing solution into the downhill part of the outer ring. You
do not want the oxidizing solution to come into contact with
the sample.

Shaker: Place the lids on the cells and carefully carry them
to the orbital shaker. Place all of the cells on the shaker,
checking the lids occasionally by pressing down on them to
make sure they are sealed properly. Tighten the bars,
recheck the lids, set the speed of the orbital shaker ~ 100
and shake the cells for 16 to 20 hours. Mark the start time
and date.

ClI determinations

4.41.

442.

We currently use a portable Beckman meter and an Orion
model 96-17BN combination chloride electrode. It is
important to remember that this method will only give an
estimate of the total chloride present, which is sufficient for
determining the amount of sample needed to be dissolved.
AMS/IDMS is used for the actual chloride analysis.

Electrode conditioning: Turn the orbital shaker off and
note the time on the Cl log sheet. Retrieve the conditioning
cell and place it on the hood shelf. Open the lid of the cell
and using 18 MQ DI water in a squeeze bottle rinse the lid
into the HF waste bucket.

4.4.2.1. Using a small Teflon dropper Carefully remove the
droplets on the separation ring between the inner and
outer portions of the cell, placing the removed
droplets in the HF waste bucket.

4.4.2.2. With the small Teflon dropper, pipette off the purple
solution in the outer ring and place in the HF waste
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443.

bucket. Run the dropper around the outer wall of the
inner ring and the inner wall of the outer ring removing
any adhering droplets of the purple solution

4.4.2.3. Carefully rinse the outer ring of the cell with 18 MQ
D! water and pipette this solution off.

4.4.2.4.Carefully tip the cell until the solution in the inner ring
is close to the top of the inner ring and rotate the cell
allowing the solution to collect any adhering drops on
the inner portion of the separation ring and
incorporating them into the inner solution.

4.4.2.5.Carefully move the cell to the counter and place the
electrode in the inner ring conditioning solution. The
electrode should not touch the bottom of the cell, but
should be completely immersed in solution.

Determinations: When the time is almost up for the
conditioning cell, take the next cell off the shaker and move it
to the hood. Rinse the lid and remove the purple solution as
described above. (The procedure for standards and
samples are the same). NOTE: The chlorine is in the inner
reducing solution and the mass needs to be accurately
measured.

4.4.3.1. Remove the purple solution and rinse the cell as
described above.

4.4.3.2. Take the cell to the balance and weigh it to
determine the total mass.

4.4.3.3. While this cell is on the balance, take the final
reading from the conditioning cell and *write it down*
on the Cl log sheet.

4.4 3.4 Retrieve the cell from the balance, being sure to
record the final mass of the cell on the paper used
earlier to record the empty mass.

4 .4.3.5. Place the electrode in the center solution as before.
4 4.3 .6.Retrieve the next cell from the orbital shaker and
repeat the process until all cells have been done

being sure to write the stable reading down before
removing the electrode.

B-9



4.4.3.7. When all the readings have heen taken, subtract the
empty cell mass from the final cell mass to determine
the final mass and record this on the Cl log sheet.

NOTE: Be consistent with the time between readings (i.e.
the amount of time the sample or standard is exposed
to the atmosphere (evaporation)).

4.5. Calculation of Cl content

451,

452

CHLOE: On the input page fill in the appropriate data
concerning the sample name and location. Also fill in the
information received from XRF concerning major elements,
U and Th. Also fill in the elevation, latitude and longitude
information. On the shielding page fill in any appropriate
information concerning shielding, if required. The ppm of ClI
is determined using "Lab Calcs" (Sect. 4.5.3 part 4.5.3.1).

4.5 1.1. Go to the "theoretical" page of CHLOE, enter the
estimated exposure age of the sample, and write
down the estimated *CI/*°Cl ratio (R/S ratio) that is
calculated by CHLOE.

Saving the worksheet

4.5.2.1. On the input sheet of CHLOE select the "save data"
button. A screen titled "Use the following
workbook™ will appear.

4.5.2.2. You will be prompted to "Open another workbook" or
"Create a new workbook". If a workbook already
exists that is appropriate for the sample you can open
it by single clicking on "Open another workbook" and
then selecting the workbook that you want to open
from its location. Otherwise, create a new workbook
by single clicking on "Create a new workbook™. A
screen will appear prompting the user to enter a title.
Title the workbook so as to be able to readily identify
it should you need to reopen it at a later date. Single
click OK.

4.5.2.3. On the "Use the following workbook" screen, select
the "down" arrow and then the name of the workbook
you just created. Single click OK.
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4.5.2.4. A "Enter name of sheet" screen will appear. Enter a
name for the sheet. (Usually the sample name and
number will automatically appear. This was entered in
the Sample ID, Name box on the input sheet of
CHLOE). Select OK and the workbook will be saved.

4.5.2.5. To Import data from a previously saved workbook,
single click "Import data", select the down arrow if the
workbook is already open, otherwise select open a
workbook, and select the workbook from the location
it is stored at. Select the sheet or sample that you
wish to import data for. Single click OK.

4.5.3. LABCALCS: On the Cl determination page, fill in the
appropriate boxes concerning the ppm of the standards,
initial and final masses and millivolt readings. Do the same
for the samples.

4.5.3.1. Try to select standards that are on either side of the
sample in question by selecting and deselecting the
appropriate boxes next to each. Observe the ppm
concentration of each sample and record the
appropriate concentration for each. (Also, look at the
bottom of the graph and record the R? value)

4,5.3.2. On the SPIKE addition page: at the top of the page
fill in the box concerning ppm concentration and the
box concerning estimated *°Cl/Cl ratio (obtained from
CHLOE). Read the information included on the
side of the charts.

4.5.3.3.The values highlighted in green meet all the
constraints and will most often be used though they
are not necessarily optimal for that parameter.

4.5.3.4.The values highlighted in red do not meet the
constraints.

4.5.3.5. Basically, first you want the Stable/Stable ratio (S/S)
to be close to six (6). Second, you want to maximize
the 6CI/Cl ratio (R/S). Third, maximize the AgCl mass
recovered, preferably at least 10 mg.

5.  Chloride extraction for **Cl analysis

5.1. Initial sample dissolution
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5.1.1.

5.1.2.

5.1.3.

5.1.4.

5.1.5.

5.1.6.

5.1.7.

Large (1 liter) Teflon bottles are used for the initial stages of
sample dissolution for most samples. Before using, these
need rinsed in NH4OH, 18 MQ DI water, hot HNOj3, then
thoroughly rinsed in 18 MQ DI water. NOTE: if the sample
size is 20 -30 grams, you might consider using a 250-ml
Teflon bottle.

The amount of sample dissolved and spike used will depend
on the sample composition and age. Use the LabCalcs
Excel Workbook to determine the appropriate masses of
rock to dissolve and spike to add.

Exactly weigh the appropriate amount of sample into the
Teflon bottle using the cone-and-quarter technique (section
3.5). Record the sample weight in your logbook. Add 18 MQ
DI water at a ratio of 1:1 with the sample weight. Swirl the
sample,

Weigh the amount of spike determined from the LabCalcs
program into an acid-washed 10-ml beaker. Record the
mass, concentration, and the identification code of the spike
in your lab book. Add the spike to the sample and rinse the
beaker several times with 18 MQ DI water, adding the rinse
to the sample also. Swirl the sample.

Prepare a cold water bath for each sample so that the
following reaction can be slowed if it begins to proceed too
rapidly.

(NOTE: All of the remaining steps in this section must
be performed under the hood) HF is a very hazardous
weak acid and caution should be exercised when using. Pay
particular attention to inhalation of vapors and any spills and
splashes should be cleaned up immediately. Always wear
appropriate clothing, lab coat, goggles, and gloves when
using.

In a Teflon separatory funnel measure and add HNO; at a
ratio of 1:2 of the sample weight (volume to weight), and add
HF in a 2%2:1 ratio to the sample weight. Add both solutions
to the funnel and then drip them into the Teflon bottle
containing the sample. This solution needs to be dripped
into the Teflon bottle slowly because of the possibility of
violent reaction with silicates. Position the separatory funnel
and Teflon bottle so that the water bath may be added if
needed.

B-12



5.2.

5.3.

5.1.8.

Swirl the samples often. If lots of bubbling takes place, or if
a bottle becomes hot enough for the Teflon to soften, place
the bottle in the cold water bath for a few minutes. The drip
rate must be very slow initially, but can be speeded up as
more solution is added (watch the temperature). The drip
rate may also depend on the sample type; i.e. the solution
may need to be added to granite samples more slowly.

. Once all of the solution has been dripped into the samples,

cap the bottles and then loosen the caps approximately 1/4
turn. Place the Teflon bottle on a hot plate under the hood at
a low setting (the hot plate should be warm to the touch but
not hot). Repeat this process for each sample. The
dissolution may take as long as 48 to 72 hours but should be
checked every 12 hours or so. The samples should be
swirled periodically. Some samples dissolve overnight.

5.1.10.If silica gel deposits on the walls of the bottle add an

additional 10-20 ml aliquot of HF, depending on the sample
size. Swirl the samples after the addition of HF.

Separation of Cl from dissolved rock by precipitation of AgC/

521.

522

5.2.3.

5.2.4.

After complete dissolution, transfer the solution and solid into
250-ml Teflon bottles. that have been cleaned as described
above for 1 liter bottles.

Centrifuge the bottles at ~2500 rpm for at least 10 minutes.

Decant the solution into a Teflon beaker that has been
cleaned as described above for 1 liter bottles. NOTE: if the
sample is small; transfer to a clean labeled 250 ml Teflon
bottle instead of a Teflon beaker.

Add 10 ml of 0.2 m AgNO; to the solution in the Teflon
beaker, or bottle, using an acid washed 10-ml beaker (this
doesn't have to be exact). Cover the Teflon beakers with
Teflon covers or loosely cap the bottles, place on a warm hot
plate (setting of 1-3), and leave for approximately 12 hours
(overnight).

Purification of AgCl

5.3.1.

Transfer the solution and precipitate into 250-ml Teflon
bottles, that have been cleaned as described above, and
centrifuge each bottle. Transfer the liquid from the 250 ml
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54,

5.3.2.

5.3.3.

5.3.4.

5.3.5.

5.3.6.

5.3.7.

5.3.8.

bottles into a waste bucket and the precipitate into acid
washed 50-ml centrifuge tubes, using 18 M-Q DI water to
facilitate the transfer.

Balance the tubes using 18 M-Q DI water and cover with
parafilm. Centrifuge for at least 10 minutes at approximately
2000 rpm.

Decant the solution into the HF waste bucket used
previously. Rinse the samples in 18 M-Q DI water, balance
the tubes, cover with parafilm, and centrifuge again.

Decant the water down the drain in the sink. Add enough
NH;OH (a few ml) to dissolve the white powder sample
containing the AgCl (Strange looking precipitate may form
here). Add the NH4;OH a small amount at a time, swirling the
tube after each addition. Do not add more than you need to
dissolve the powder. NOTE: you may need to use an acid
washed, glass stir rod on some samples to assure that the
chloride is in solution.

Balance the tubes (using NH,OH), cover with parafilm, and
centrifuge for at least 10 minutes

Decant the liquid, containing the chloride, into another 50-mi
glass centrifuge tube that has been cleaned as described
above. Add concentrated HNO; slowly from the squeeze
bottle (CAUTION: reaction may be violent at first) until
AgCl precipitate begins to form (liquid turns milky white). The
tube should be about %% full when completed. Balance the
tubes using HNO3, cover with parafilm, and centrifuge for at
least 10 minutes.

Dump the solution down the drain with the faucet running,
being careful not to lose any precipitate.

Rinse the sample in 18 M-Q DI water, balance, and
centrifuge again.

Sulfur removal

54.1.

Pour off the solution, and as described in step 5.3.4, add
enough NH4OH to dissolve the AgCl sample (a few ml).
Balance the tubes using NH,OH, then add 1 mi of Ba(NO3)z,
to precipitate BaSQO4. Cover the tubes with parafilm and
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leave the solution for at least 8 hours. (24 to 48 hours is
preferable for the initial sulfur removal step if time allows)

5.4.2. Centrifuge the sample for at least 10 minutes at
approximately 2000 rpm (longer centrifuge times sometimes
aids in removal of the solution). Carefully remove the
solution with a clean glass pipette. (The pipettes should be
rinsed in dilute nitric and then 18 MQ DI water). If the
“clump” of precipitate in the bottom of the tube begins to
come apart, re-centrifuge the sample. Eventually it will stay
in one coherent mass in the bottom of the tube. The solution
may be placed in a 10 ml test tube that has been cleaned as
described above if the sample is small, otherwise use 50-ml
tubes.

5.4.3. Add enough HNOj to precipitate AgCI, (CAUTION: reaction
may be violent at first) balance the tubes using HNO3, and
cover with parafilm. Let stand for 2 hours, then centrifuge
and pour off the acidic solution (down the drain). Rinse the
AgCl sample in 18 M-Q2 DI water and centrifuge again.
Repeat the sulfur removal procedures at least once
more. If the sample is suspected of having a high sulfur
content, repeat the procedure 3 times. (**S is an isobar of
%Cl and interferes with AMS analysis)

5.4 4. When all the sulfur has been removed, rinse the sample
which has been precipitated in HNO; at least 3 times in 18
M-Q DI water, centrifuging each time. The pH of the final
solution should be about 7. Store the clean sample in 18 M-
Q DI water in a tightly covered test tube (parafilm) in a dark
place until it needs to be sent away, however, drying the
sample and putting it into a labeled vial is preferred (section
5.5).

5.5. Preparation for shipping

5.5.1. Label a set of watch glasses that have been cleaned as
described earlier. Decant as much water from the tubes as
possible. Pour each sample into its prelabeled watchglass
using 18 M-Q DI water to facilitate complete transfer. Very
carefully remove excess water from the watch glass with a
clean glass pipette. Prepare and label pieces of aluminum
foil that are large enough to cover the watch glasses. Very
carefully, cover the watch glass with the aluminum foil. Very
carefully, place samples in the oven for ~24 hours at a
temperature of ~60°C.

B-15



5.5.2.

5.5.3.

5.54.

Label appropriately as many small sterile vials as necessary.

Fold a weighing paper in half along both axes. Calibrate the
digital balance then weigh and tare the weighing paper. Very
carefully transfer the sample from the watch glass to the
weighing paper. Weigh each sample, using a new weighing
paper each time, and record the weight in your lab book.
Carefully transfer the sample from the weighing paper into
the appropriately labeled sterile vial as it is weighed. Cap the
vial tightly and tape the lid around the circumference with
scotch tape.

Store the vials in a ziplock bag until ready to send them to be
analyzed.
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Observed and Estimated
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Long-term means for Bishop National Climatic Data Center

BISHOP, CALIFORNIA

NORMALS, MEANS, AND EXTREMES
LATTIUDE: 370 22' N LONGITUDE: 1180 22' W ELEVATION: FT. GRND 4110 BARO 4113 TIME

ZONE: PACIFIC WBAN: 23157

[FEB [MAR ‘APR MAY JUN JUL AUG SEP (OCT NOV DEC YEAR

TEMPERATURE (Deg. F)

Normals

-Daily Maximum 53.5 58.5 63.4 71.1 80.6 905 197.2 949 868 763 {624 53.8 {74.1
-Daily Minimum 220 263 1302 357 438 51.2 561 (542 469 374 i27.8 21.7 :37.8
-Monthly 37.8 424 1468 534 622 1709 767 {746 668 {569 1452 37.8 :56.0
Extremes

-Record Highest 48 77 81 87 93 101 1109 (109 107 112 97 84 78 {112
-Year 1948 11986 1966 11989 [1951 11954 11972 {1993 1995 11980 11988 1958 {SEP 1995
-Record Lowest 43 -7 =29 15 25 29 34 37 26 116 5 -8 -8
-Yecar 1982 11969 1971 11953 1964 11988 1987 1959 11986 11970 1958 1990 {DEC 1990
NORMAL DEGREE DAYS

Heating (base 65 Deg. ) 633 1564 361 140 116 0 {0 51 265 1594 843 14310
Cooling (base 65 Deg. F) 0 0 13 53 193 363 (298 1105 14 0 0 1039
% OF POSSIBLE SUNSHINE | ' ‘ | | ] i ! ‘
MEAN SKY COVER(tenths) ‘

Sunrise - Sunset 2953 50 47 43 41 26 24 22 19 29 41 4.5 3.7
MEAN NUMBER OF DAYS:

Sunrise to Sunset

~Clear 29 111.5 110 {13.0 137 148 202 219 229 232 197 149 {143 201.0
-Partly Cloudy 2980 75 89 90 98 68 67 60 47 67 79 74 893
-Cloudy 29 111.6 9.8 9.0 73 64 3.0 24 22 21 47 72 93 750
Precipitation

.01 inches or more 4840 134 32 24 27 15 20 1.6 19 1.6 24 30 295
Snow, Ice Pellets, Hail

1.0 inches or more 48110 03 02 01 0* 00 00 W00 00 0* 01 05 23
"Thunderstorms 2100 ©0 w00 02 1.2 13 47 27 109 04 01 00 115
Heavy Fog Visibility

1/4 mile or less 211 00 00 0x 00 00 00 00 00 00 01 01 03
Temperature Deg. F

-Maximum

90 Deg. F and above 4810.0 0.0 00 04 49 184 291 267 {139 14 00 00 948
32 Deg. F and below 4806 01 00 00 00 00 00 ©00 0.0 00 00 03 10
-Minimum

32 Deg. F and below 47 1204 242 200 81 1.0 01 00 00 03 63 (235 294 1424
0 Deg. F and below 47 .02 0* 00 00 0.0 00 00 {©0 00 00 00 02104
/AV. STATION PRES. (mb) |11 1875.2 /874.7 |871.0 |871.5 [870.8 871.6 873.0 873.1 8735 875.1 |875.4 |8765 873.4
RELATIVE HUMIDITY (%)

Hour 04 74 165 55 53 53 51 60 75

Hour 10 (Local Time) 41050 41 31 23 22 {19 20 20 22 25 35 45 29
Hour 16 3335 27 2 16 16 13 14 13 14 118 26 34 o1
Hour 22 57 44 35 32 133 39 49 65
PRECIPITATION (in.)

Water Equivalent

-Normal 111 :0.95 i0.39 026 10.29 018 0.23 018 024 0.13 1057 {0.84 1537
-Maximum Monthly 48 1893 6.01 1294 226 1.30 11.29 147 10.64 [1.28 1.58 259 579 1893
-Year / 1969 (1969 11991 11956 11962 (1982 1976 11983 1994 1957 1960 (1966 {JAN 1969
-Minimum Mouathlv 48 10.00 [T 0.00 $0.00 10.00 :0.00 :0.00 :0.00 0.00 0.00 000 :0.00 :0.00
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-Year 1976 11967 1972 11973 11983 11981 11982 1980 11974 11973 11976 1975 MAY 1983
~Maximum in 24 hrs 48 1332 3.64 1.79 11.58 i0.95 0.72 0.86 046 11.25 1.05 11.79 3.35 3.64
-Year 1952 11969 1995 11982 {1953 1982 :1976 11977 11994 1957 11950 1966 FEB 1969
Snow, Ice Pellets, Hail
-l\/Ia}(irnurnI\/Ionthly 47 123.2 1319 145 88 2.3 0.0 00 00 T 1.8 3.9 13.2 1319
-Year 1969 11969 1952 {1956 19064 1955 11978 1964 1967 [FEB 1969
-Maximusm in 24 hrs 47 18.0 1142 7.5 88 23 0.0 00 00 T 1.8 3.9 6.7 i18.0
-Year 1969 11976 ;1952 11956 1964 1955 1978 1964 :1967 JAN 1969
WIND
Mean Speed {mph) 67 87 81 76 173 70 73 66 |64
Prevailing Direction
through 1964
Fastest Mile
-Direction(l})
“pecd(mph) o 51 52 59 160 58 60 55 75 53 56 56 66 |75

1983 11975 11977 1980 11979 11975 11980 11976 (1982 :1979 1975 11975 AUG 1976
Peak Gust
-Direction(ll)
-Speed(mph)
~Date

- Length of Record in Years, although individual months may be missing.
0.* or * - The value is between 0.0 and 0.05.

Normals - Based on the 1961 - 1990 record period.

Extremes - Dates are the most recent occuttrence.
Wind Dir.- Numerals show tens of degrees clockwise from true north, "00" indicates calm.
Resultant Directions ate given to whole degrees.




GRAPH OF MEAN MONTHLY TEMPERATURES FROM NCDC STATIONS IN
THE OWENS VALLEY REGION
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MODELED MONTHLY MEAN TEMPERATURE — ELEVATION
RELATIONSHIP FOR THE BISHOP CREEK AREA

Month no. 1 is October, beginning of the water year
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MODELED MONTHLY MEAN PRECIPITATION — ELEVATION

RELATIONSHIP FOR THE BISHOP CREEK AREA
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APPENDIX D

Solar Angles Calculation
Worksheet




Worksheet to calculate solar angles for a prescribed set of times in a day, taking into

account the orbital variations known as the Milankovitch effects:

Indices for, respectively, approximation summations; day of year

graphs, and long time scale for orbital effects graphs: j=1,10..365
Conversions & constants kyr = 1000-yr

Angular velocity for azimuth — 02618 rad

and zenith angle calculations: =1t I

Solar constant

Time of year (radians) T :

Sg = 1367 walt-m_ 2
_zn(-1

(182 =3.114

365.25

Orbital parameters & plots

Data for the orbital changes in the astronomical parameters affecting insolation are taken from

Berger and Loutre, 1991,
OrbitData =

D:\\orbit91.prn

ti= OrbitData< D

K :=length(t)
Eccent := OrbitData<2>
Omega = OrbitData(3>
Oblig = OrbitData< ¥

CPP = OrbitData< Z

Eccentricity

K =400

0.06 T

Eccentricity
@
(=)
g
I

@
o
el

I

|

=300

=200 —-100 0

Thousands of years before present

A function to interpolate eccentricity between
integer kyr values:

11/8/2002

ecc(t) = linterp {reverse(tset) , reverse{Eccent) , t)
ecc(0) =0.017

ecc(—12.5) =002
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Plot of the climatic precession parameter, for reference; it is not needed in the calculations.

it
o
31

=
=
(95}
=
——

g

:

- |

£ 001 frx - T 1 f
BV AVAN VAV VAN IRVRUARARAVAVANILY
AV YRV Y

EOAOB i Ty \/ \f v

“ MO‘O%OO —350 —300 —250 —200 —150 —100 =50 0

Thousands of years before present
The longitude of perihelion measured from the moving vernal equinox Omegal =101.37
400

223/1’///////‘//!///////
omegar (/LU UV L VL L

— 160
TRV AR SRV ST A AVAITAVE VATA Y
— (R T
9400 =350 —300 —250 =200 ~150 ~100 =50 0
tsety

Ratio of mean Earth-Sun distance to actual Earth-Sun distance (insolation is proportional to
square of this),

1+ ecc(t)-cos(B - Omegaﬂ00r< it|)+1»deg)

dod(t,0) = _
L~ (ecc(0)? dod(0,T(1)) = 0.997
dod(-12,T'(1)) = 0.997
105 N ﬂ Bodh
Lot e
Lo _MH\I\{ VAo a O A AT A \ n
dod(tsetk,r(?))) 1.01 /\v\/\ffv ‘q’ V\V[ I | K V /\Vﬂv V/\
dod(tset ., T(185)) - oo M ANE A LAAAARD
099 ITAVAVIRIN i ALY M Y VY
i TRV YA T T R VAT ACATAT IR VA
096 AN MTATVATATEY PATRTA
R 4 \a—] V F4 vt
092,100 -350  ~300 250 =200 <150 <100  ~50 0
tset
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1.04
dod (0, T'(days)) 1.0z P Ry -
dod(~ 125, T(days)) 1 7 \X \
_— —

0.98 50 100 150 200 250 300 350
days

\\.
e

Eccentricity correction
An approximation (from Dingrman appendix) for the eccentricity correction today.

Enaugtt (G = 100011 + 0.034221-cos(G) + 0.00128-sin(G) + 0.000719-cos(2:G) + 0.000077-sin(2-G)

The eccentricity correction is the adjustment to the solar constant for the distance to sun
relative to the mean Earth-Sun distance for the modern eccentricity (it is a squared term
because radiation is proportional to square of inverse distance. This uses the angle of perihelion
measured from the moving vernal equinox but since we want the earth-sun distance correction
for a period that starts on Jan 1, we shift the phase by the angular distance between Jan 1 and
the vernal equinox. Based on comparison of the unshifted value with the correction, the dod date
needs to be shifted forwarded by 47 days, or

T'(101) = 98.563deg

Eccentricity correction (r_/r)2: year = (

1.05
1.04 -

o | -
1.01 \ /"

1 g
. I

0.97 o
0.96
0.95

Eccentricity correction

50 100 150 200 250 300 350
Day of Year

Obliauitv
25

24 //\‘ //\ !/'\ ,/\ R /;\\ /,\ ;\\ -
ATAVAVAVINAVAVAVANL
VERVERVIIRY. %\Jl YARIRVIIRY \/

22
=400 —350 —300 —250 —200 ~150 ~100 =50 0
Thousands of years before present

e

Angle of Obliquity
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£(t) == linterp (reverse(tset) , reverse(Oblig) , t) £(-0) = 23.446

(obliquity)

Sun position and radiant flux calculations from Dingman, 1993.

The following expression provides a good approximation to declination assuming modern day
obliquity.

Solar declination: f2(J) :={ 0.006918 - 0.399912-cos(T°())) ... \
+0.070257-sin(T°(])) ... |
+-0.006758-cos(2.T(J)) + 0.000907-sin(2-T())) ...
+-0.002607-cos(3 T (J)) + 0.00148 sin(3T°(J)) )

To extend it back in time we'll normalize to the max obliquity of the above expression and
multiply result by actual obliquity.

root]l £2(9) %, 300,365\ — 35653
50 I dx

)

root] L1209 ,x, 100,300\= 173,127
-1 L ] dx )
f2(x)-deg 0

£2(356.287)-deg * = ~23.426

—50 ] | |
100 200 300 -1
. f2(173.009)-deg ~ = 23456
€ -d
() =2 220 de8
23.456-deg
50 | s T
-1 ok .
8(x) - deg
- 1 | |
50 100 200 300
X
[&] Orbital parameters & plots
Zenith angle:
(measured from vertical) ZA(S8,1) = acos(sin (lat) -sin(8) + cos(lat)-cos(6)-cos(wv~t-hr))

sin(S(dn))‘cos(lat) - cos(ﬁ(dn))-sin (lat) -cos(mv~th-hr)

Azimuthal angle argument:  arg(dy, ty) = (2A(8(dn), )
sin n/sth
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Azimuthal angle (measured from N): (pp(dn,th) = if(barg(dn,th)l > l,mad,acos(arg(dn,th)))

(the if statement here corrects for precision problems

which produce an acos argument that is slightly
greater than one)

Convert azimuth angle to compass direction:

Time of sunrise (hours before solar noon):

esl2 18l

Zenithal angle

K, th) = if{th > 0,27 = dp(dn, ), 0p(dn, 1)

Thr(J) =

—acos(—tan(S(J))-tan(lat))

Tie(0) = 4.749 ke

150 =

100

50

Zenithal angle (from vertical)

0 —-10 g 10
Hours before/after noon
=== day Q0
— day 92
e day 185
T day 274
11/8/2002

Azimuthal angle (from N)

D-6

v
Azimuthal angle
_T,)(185) |
300
0 :
-10 0 10
Hours before/after noon

— day0

— day 92
— day 185
““““““ day 274
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[*] Opt Path - secant & Kastens

Relative optiéal path {normalized to sun at zenith) can be . T \

calcutated from the secant approximation, assuming a MOPt—SEC(e) =1 6 < —2-,sec(9), 100)
lane-parallel atmosphere.

panep P Mopt_sec(ZA(8(0),0)) = 2.007

or from Kasten's formula [Dozier and Qutcalt 1979]:

1

7

Mopt_Kastens(e) =

Mopt_Kastens(ZA(B(O) , 0)) =1.59

[*] Opt Path - secant & Kastens

Relative optical path (normalized to sun at zenith), assuming a plane-paraliel atmosphere, can
be calculated from the secant approximation but here we use an approximation that is slightly
better when sun is close to horizon (from Kondratyev [1973] but could be switched to calcs

from Igbal to have a consistent source).
Nate that pressure correction is not made here. These values are passed to other routines where

elevation infarmation is avallable,

Needed constants are the radius of the earth, r, 3 3
the scale height of the atmosphere, H: TEarth = 636610 Hscate := 810

, n 1 ! 2 2 2
Mopt(a) = 1{05 < _'a;{__?'(\,' Farth 'COS((X) + 2-TRarth Hscale + Hscale — rEarth‘cos(m) » 100]
scale

Mopi(ZA(3(0),0)) = 2.004

wO‘Enﬁ{:_al_path Iengthomparisons

15

T

Mopt_sec((x deg) 10

M opLKastens(Oc -deg)

Mpi(a-deg) 5
pt /
P . w’y/’f /

R ———

0
0 20 40 60 80
ol
[+] Optical path length comparisons
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Plots of relative optical path length. The lines are the simple secant approximation used in the
Arcview script. The symbols are more accurate approximations.

Relative Optical Path Length

Average optical
path length for a day

11/8/2002

10

Relative optical path length

] QL) | ff) |
i i
§ ]
j 7
? 9
& h
\fi
& o
o 7]
) ‘
| | | ] ]
=10 -5 0 5 10
Hours before/after Noon
Ty, ()
hr
Mopi(ZA(3(1) 1)) dt
0
Moptavg(-]) =

Ty ()i | =01

Moptavg(0) = 453

Moptavg(182) = 2.971
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Instantaneous extraterrestrial radiant flux on a horizontal plane:

f(J,t) = SO-Eo(t,J)-(cos(é')(]))'cos(lat)-cos(cov-t-hr) + sin(S(J))-sin(lat))

kpr(J,0) =if(fJ,1) > 0,£(J,1),0)

Daily integrated average extraterrestrial radiant flux on a horizontal plane:

sin(mv-Thr(J))

v

Kpr(t,)) = #hr-|:2-80~Eo(t,]) ~(cos(5(J))-cos(1at)v + Tpe(D)-sin(8(J) )-sin (1ar) }]

KgT (year, 10) = 189.087 w? watt

Output to include:

Years beyond present (past is negative)
Month number (starting from October for water year calculations)
Hours of daylight

Daily integrated average extraterrestrial radiant flux on a horizontal plane (watts/m?)
Earth-sun distance correction (dimensionless)
Prescribed number of Azimuth angles (radians, measured from North)
Prescribed number of Zenith angles (radians, measured from vertical)
Relative optical path length corresponding to each zenithal angle
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Adjustable parameters:
Month index:
Manth of water year (Oct start):

Day of month used for calcs:

Hour of day index:

Produce angles on this time interval

Angles are output at these times
(relative to ncon)

Avg daily integrated extraterrestrial
radiant flux:
Azimuth output (degrees):

Zenith angles output (degrees) &
measured from the horizontal:

Relative optical path length might also
be output:

Average optical path length:

11/8/2002

mnth:=1..12

g(year) = 23446

Wmnth(mnth) = if (mnth > 9, mnth — 9, mnth + 3)

cday mnth

=T

interval
mn

mnth)'

365

= mnth-— — —

hr

I-Iorm = KET(year, cdaymmh)

n

ammuthmmh, = q)(cdaymn o 008 i, i)-deg

1

. , -1
Zemthmnth, = (g - ZA(S(cdaymmh),mnemmh’ i) }deg

Opt—pathmnth, i MOPt(ZA(S(CdayHlch) ’ timemnth’ 1))

avg_opt_pathmn = Moptavg(Cdaymn th)

D-10
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[*] Output data

mnth =

time

Eo(year, cdaymmh) =

1.035

1.026 Tor{oday o) =
1.011 4.865| hr
0.993| [5.327
0.978| [5.917
0.968| |6.508
0.967] [7.008
0.975| |7.264
0.99| |7.145
1.008| |6.722
1.024] |6.161| Hor=
1.034| |5.569
5.036
4741

195.506

257.162

339.362

413.732

63.517

1431.619
{366.535

483.047

287.312

-2
m watt interval =

215.82

12]179.729

11/8/2002
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123.5 138.8 157.8 | 180-1.2i-10 6 202.2
1136 130.3 152.3 180 207.7
99.8 117.6 142.9| 180-1.71-10 6 217.1
85.7 103.5 1299 | 180-1.2110 2301
é 74.5 91.6 116.1| 180-2.71-10 6 243.9
azimuth =5 . 69.2 85.8 108.3 180 251.7
f‘ 716 88.5 111.9| 180+2.71-10 6 248.1
80.8 98.3 1243 180 235.7
, 94 118 138 180 222
10 108.1 125.3 148.9| 180-1.2i106 211.1
1 120 135.8 156] 180-1.2110 6 204
126 140.8 159.1| 180-1.2110 6 200.9
72197285 [31.8|285 [19.7] 72
86| 24|355(39.9(355| 24| 86
101 |29.2 | 44.8 |51.4 [44.8 [29.2 [ 101
11]33.1 (531 63[53.1(331] 11
11.3| 35|582 721|582 | 35|113
zenith 11.2|35.4| 60|76.3| 60354112
11.3|35.3 | 59.3 | 74.4 | 59.3 [ 35.3 | 11.3
11.2|34.1|555| 67555341 |11.2
10.5| 31(48.4|56.2(484| 31[105
10| 92]26.3[39.3 (445|303 |26.3] 92
11 77[21.3] 31(347] 31[213] 77
6.8|18.6 268 |29.8 | 268|186 | 68
mnth = opt_path = Wmnth(mnth) =
1] 7.694]2.945]2.089[1.896 | 2.089 [ 2.945 [7.694] [ 4]
2 6.54|2.447 | 1.72[1.557| 1.72]2.447] 654| | 5
3] 5612|2.045|1.419| 1.28|1.419|2.045]5612] | 6]
4] 5153[1.827| 1.25|1.122| 1.25|1.827|5.153| | 7]
5| 5.037[1.742[1.176 [ 1.051 [ 1.176 [1.742 [5.037| | 8
6 5.053[1.723 [ 1.154 [ 1.029 | 1.154 | 1.723 [5.053| | 9]
Kl 5.04| 1.73|1.163|1.038]1.163| 1.73| 5.04| [10]
8 5.077|1.781 |1.212 | 1.086 | 1.212 | 1.781 | 5.077|  [11]
9 5.373|1.936 | 1.337 | 1.203|1.337|1.936 | 5.373|  [12]
10 6.004|2.255 [1.577 | 1.426 | 1.577 | 2.255 | 6.094 | | 1]
11 7.218|2.739 [ 1.936 [ 1.756 | 1.936 | 2.739 | 7.218| | 2]
[12] 8.08[3.114]2.213[2011 [2.213[3.114] 808] [ 3]
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Define the parameters that will be output for each month:

_ — OutMatrix, | = ; —
=7 k=1.7 1,k OutMatrlxmthrl’ E mnth
"Mnth" i =
: , OutI\/Iatrlxmnth+ 1,2 Eo(year, Cdaymnth)
E-S corr :
"daylength (hr)" Outl\/latrixmmh_l_1 3= 2-Thr(cdaymnth)'hr
"Max Rad" —1 2
"Angles Int" Outl\/latrlxmmh+1=4 = Hormmh- watt -m
"AvgOPath" ) ,
T— OutMatrlxmmh_'_1 5= mtervalmrlth
OutMatrix_ . 1 6= avg opl_path .
Mnth "E-S corr" | "daylength (hr)" "Max Rad "Angles Int"
1 1.035 9.731 195.506 1.39
2 1.026 10.653 257.162 1.522
3 1.011 11.834 339.362 1.691
4 0.993 13.015 413.732 1.859
OutMatrix = 5 0.978 14.015 463.517 2.002
6 0.968 14.528 483.047 2.075
7 0.967 14.291 471.861 2.042
8 0.975 13.443 431.619 1.92
9 0.99 12.322 366.535 1.76
10 1.008 11.138 287.312 1.591
11 1.024 10.072 215.82 1.439
13 12 1.034 9.483 179.729 1.355
[« Output data
Write the data to a file: ‘ Separator, =0 WRITEPRN(”SolarAngles") = QutMatri®
|
APPENDPRN("SolarAngles") = SeparatorT
APPENDPRN("SolarAngles") = azimuth®
{ |
APPENDPRN("SolarAngles") = SeparatorT
APPENDPRN("SolarAngles" ) = zenith?
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Error in the avg irrad approx

The finite difference approx to the daily average extraterrestrial flux for a flat surface is

1

. . -1
HorSummnth = (Z kET(Cdaymmh, Umemnth, i)-HMervalmmh- hr\day

The percent difference between the summation and the analytical sol'n for the daily average ET
flux is less than 1 percent with seven terms in the approximation:

I
~l

No. of terms: I

N |
(HorSum— Hor) \ _
Hor ) N

i

0.204|-0.567 | -0.784 | -0.487 | 0.118 | 1.314| 2,408 2.35] 2,501 | 2.189

[+] Error in the avg irrad approx

We can use the daily average extraterrestrial irradiance to determine how much irradiance
changes with latitude, to estimate, for example, whether or not a latitude dependence needs to
be included for the energy balance of a large basin like the Owens River basin. The current
calculation is for lat = 37deg. The other column of data is saved output from a calculation for 38

degrees. The difference is expressed as percent difference:

202.178
265.154 195.506
348.308 257.162
422.29 339.362
169853 413.732
463.517
Horgg = ijfgzz Hor=5Tag3087 | mZwa  Horgni “-watt = Hor - %
15043 471.861 Hor
431.619
366.045 366.535
288.926 1287.312
219678 215.82
185.154 179.729
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APPENDIX E

Snow and Energy Balance Model
Calculation Worksheet
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APPENDIX F
Glacier Flow Model Code
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This is an explicit version of the code that uses matrices (rather than 1-D arrays) to compute the
5-point star finite difference equation for vertically integrated flow on an irregular surface. In general,
pointers are assigned to reference array subsets, such as the N, S, E and W portions of the full matrix
for the solution. A present, the code does not contain a routine to detect steady state.

Required input:
® A rectangular surface elevation grid
s A net accumulation grid (millimeters snow as water equivalent), with the same dimensions as
the surface grid
e A NAMELIST-style parameter file to change flow, time, input, output and operation control

Optional input:
e An ice thickness map (meters) with the same dimensions as the surface elevation grid

Output:
¢ A rectangular grid of ice thickness with the same dimensions as the sutface elevation grid
e A data file desctibing certain grid parameters at each time-step specified in the input
parameter file

PROGRAM MatExp
implicit none
timplicit double precision {a-h,o-z)

|General stuff

character*12 temp, ClockDate, ClockTime
integer i, j, irow, icol, Npow, Mpow
Double precision Pmax, deltaT

{Input parameters
Logical ThickExists, PrintToScreen
Character*20 ElevFile, MassBalFile, ThickInFile, ThickOutFile, StepInfoFile
IFile names
Integer NSteps, NoutFreq, MaxNsteps, NprintOutFreg
Integer Nc¢, Nr, deltaXY, NoDataVal
{Grid header
Real xllcorner, yllcorner
1Grid header
Double Precision Time, TimeMax, A, B, £, ThickToMeters
Double Precision Thresh, rhog, Aconst, Beonst, ThickInit

toutput stuff

Integer NonZeroCount, NegAccCount, LC(2), LL(2)

Double Precision Zlow, Volume, SurfSum, BalInt

Double Precision ChangeMax, MaxThick, BalMod, SumThick
Double Precigion AccInt, ErrNeg, BigNeg

{Arrays

Integer, allocatable :: Diag(:,:), test{:,:)

Double Precision, allocatable :: Load(:,:), PSum(:,:), u0Old(:,:)

Double Precision, allocatable :: Ucorr(:,:)

|Pointer target arrays

Integer, allocatable, target :: BCx(:,:), BCy(:,:)

Double Precision, allocatable, target :: Z_full(:,:), u full(:,:}, H full(:,:)
pouble Precision, allccatable, target :: PX(:,:), PY¥(:,:)

{Pointers

Double Precision, pointer :: Z(:,:), Z_w(:,:), Z_e(:,:), Z2_n(:,:), Z_s(:,:)
Double Precision, pointer :: u(:,:), wwi(:,:), u e(:,:), un(:,:), us(:,:)
Double Precision, pointer :: H{:,:), H w(:,:), H e(:,:), Hn(:,:), H sl:,:)
Double Precision, pointer :: PX w(:,:), PX e(:,:}, PY_n(:,:), PY_s(:,:)

NAMELIST /Params/ A,B,f,MaxNsteps, TimeMax, ThickInit, Thresh, &
NoutFreq, NPrintQutFreq, ThickExists, ThickToMeters, PrintToScreen
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NAMELIST /FileNames/ ElevFile, MasgBalFile, ThickInFile, ThickOQutFile, SteplnfoFile

{OPEN and READ PARAMETERS file with user adjustable constants
open(unit = 30,file = 'params.txt', status= 'old')

read (30,Params)

read (30,FileNames)

!QPEN and READ surface elevation grid for structure and grid constants
open{unit = 40,file =ElevFile, form ='formatted', status='old')
read (40,*) temp, Nc
read (40,*) temp, Nr
read (40,*) temp, xllcorner
read (40,*) temp, yllcorner
read (40,*) temp, deltaXy
read (40,*) temp, ncdataval
rewind (40) IReset file access to beginning of actual data
do i =1,6
read (40, *)
end do

ICONSTANTS (units are generally MKS, except that flow constants
! are input in terms of years so that timestep is in years)

mpow = 2 I1Should be 2

npow = 3 !8hould be 3

rhog = 8.826 tdensity of ice [900*kg*m™3] * grav. accel [9.8*m*sec”-2] = [8.826*kPa/m]
Aconst = (1.0/deltaXy**2)* (1-£)*(2*A/ (npow+2) ) *rhog**npow

Beonst = (1.0/deltaXy*+*2)*£*B* (rhog) **mpow

!ALLOCATE space for arrays now that size is known

allocate ( Z_full(0:Nr+l1,0:Nec+1), u full(0:Nr+l,0:Nc+l), H full(0:Nr+l,0:Nc+l)})
allocate { PX(Ll:Nr,1l:Nc+1l), BCx(1:Nr,l:Nc+l), PY(1l:Mr+l,1:Nc), BCy{l:Nr+l,1l:Nc) )
allocate ( Load(Nr, Nc), PSum(N¥r, Nc), Diag(Nr, Nc}, test(Nr, Nc) )

allocate ( u0ld{0:Nr+l,0:Nc+1), uCorr(Nr,Nc) )

!Originally had uOld as simple allocatable array with dimensions of the actual grid
INow it has the full dimensions so I can access all subsections

IInitialize some things

Z full = 0.0
u_full = 0.0
H full = 0.0
Px = 0.0
Py = 0.0
BCx = 0.0
BCy = 0.0

tassign pointers to work with subsections of the full matrices

!These subsection pointers are used for the matrix calculaticons (INTERIOR POINTS)
u => u full (1:Nr, 1l:Nc)

H => H_full(1:Nr, 1:Nc)

7 =» Z full(l:;Nr, 1:Nc)

!There is no peinter to interior of uOld_full. It must be addressed with indices!!!

tThese subgsection pointers are for conductance calculations
uw => u_full(l:Nr, 0:Ne-1)

u_e => u_full(l:Nr, 2:Nc+l)
un =>u_full(0:Nr-1, L:Nc)
u s =»> u full(2:Nr+l, 1:Nc)
Hw =» H full (1:Nr, 0:Nc-1)
He => H full ({1:Nr, 2:Ne+l)
Hn => H full(0:Nr-1, 1:Nc)
H s => H full(2:Nr+l, 1:Nc)

z => Z full{(l:Nr, 0:Nc-1)
Z_e =» Z_full{l:Nx, 2:Nc+l)
Z =» Z full(0:Nr-1, 1:Nc)
Z > Z _full(2:Nr+l, 1:Nc)

PX w =» PX(1:Nr, 1:Nc)
PX e => PX(1l:Nr, 2:Nc+l)
PY n == PY(1:Nx, 1l:Nc¢)
PY 8 == PY(2:Nr+1, 1:Nc)

IOPEN the MASS BALANCE data file and read blanks to the start of the data
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open(unit = 50,file = MassBalFile, form ='formatted’, status="'0ld")
do i =1,6

read (50,*)
end do

|OPEN the THICKNESS data file if it exists

If {(ThickExists) then
open{unit = 60,err = 1000, file = ThickInFile, form='formatted', status='old')
read (60,*) temp, Time

TimeMax = Time + TimeMax |Existing file already represents some time
do i = 1,5

read (60,%*)
end do

End if

IREAD GRIDS into vectors
Do i = 1, Nr

read (40,%) (z(i,j), j=1, Ne)
read (50,%) (Load(i,3), j=1, Ne¢)
Tf (thickexists) then

read (60,%*) (H(i,3), j=1, Nc)
End if

End Do

ICLOSE files

cloge (unit = 30)
close (unit = 40)
close(unit = 50)
cloge (unit = 60)

{Write an ACTIVE NODE vector, 1 for ACTIVE nodes on the diag, 0 for non-active
I|CONVERT MASSBAL millimeters to meters and from water to ice at same time

Where ( (int (Load)==NoDataVal) .or. (int (Z)==NoDataval) )
Diag = 0
Load = 0.0 IReplace NoDataVals in Load with zeros
Z = 0.0 IReplace NoDataVals in Z with zeros
Elsewhere
Diag 1

Load = Load / 900.0
End where

aAccInt = sum{ Load, mask=((Load » 0.0).and. (Diag==1)) ) i18urface-integrated
ACCUMULATION rate

|Create ice THICKNESS vector if it doesn't exist
If {.Not. thickexists) then
Where (Load > 0.0)
H = ThickInit

Elsewhere
. H=20.0
End where
Else
H = H * ThickToMeters * Diag {Convert thickness to meters and elim nulls
End if

iCreate arrays that can be used to apply watershed boundary conditions to the conductance
matrices

Where ( (Diag(l:Nr, 1:Nc-1)==0).or.(Diag(l:Nxr, 2:Nc)==0) )}
BCx{1:Nr, 2:N¢) = 0

Elsewhere
BCx{1:Nr, 2:N¢) =1

End where

Where ( (Diag{(l:Nr-1, 1:N¢)==0}.or.(Diag(2:Nr, 1:N¢)==0) )
BCy(2:Nr, 1:Nc¢) = 0

Elsewhere
BCy (2:Nr, 1:N¢) =1

End where

ICreate Ice SURFACE vector
wWhere (Diag == 1)

u=2+H 1Should remain Zero everywhere elsge
End where

iTnitialize values that are part of denominators to avoid div by zero at first timestep
NonZeroCount = 1
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Psum = 1.0

|OPEN a file to write STEPping INFOrmation to

cpen{unit = 70,file = StepInfoFile)

WRITE (70, '{"Integrated accumulation rate =", ES10.3)' ) Acclnt

WRITE (70, *) "BalMod, BalInt & ErrNeg are all PERCENT of net accumulation"

WRITE (70, 502) "Time", "Stps","dT","BalMod","BInt","Volume","Z_ Low", "MaxThick", "ErrNg"
!Start of main loop that moves ahead in time ===========z==========s==s========

DO WHILE ( (time < timemax).and. (Nsteps < MaxNsteps) )

{Store surface elevs for later comparison
u0ld (1:Nr, 1:Ne¢) = u

{Create conductance matrix
Icalculate the internode coefficients that go into the conductance matrix
! and create the pentadiagonal conductance matrix as a 5-column array

Icalculate WEST part of CondX matrix
IIce can flow to bare ground but not vice versa

Where ( abs(max{u_w, u) - wmax(Z w, 2Z)} < 1.0E-10 )
test = 0

Elsewhere
test = 1

End where

PX_w = test * (Bconst * ((H_w + H)/2)**(mpow+l) * (abs(u w - u)/deltaxy)** (mpow-1)

+ &
Aconst * ((H w + H)/2)**(npow+2) * (abs{u w -
u) /deltaxy) ** (npow-1))
PX = PX * BCx

tCalculate NORTH part of CondY matrix
'Ice can flow to bare ground but not vice versa
Where ( abs(max(u_n, u) - max(Z_n, Z)) < 1.0E-10 )

test = 0
Elgewhere
test = 1

End where
PY n = test * (Beconst * ((H_n + H)/2)**(mpow+l) * (abs(u_n - u)/deltaxy)** (mpow-1)

+ &
Aconst * ((H_n + H)/2)**(npow+2) * (abs(u_n -

u) /deltaxy) ** (npow-1})
PY = PY * BCy

Where (Diag==1)
PSum = PX w + PX e + PY n + PY s
End where

iCalculate the magnitude of the largest conductance

tThis is used to constrain the timestep size (it should be < 1/(2%PMax) ) for
stability

Pmax = max( maxval (PX), maxval (PY) )

If (Pmax » 1) then : ICalculate

TIMESTEP SIZE R X EE R TR SRS FEEETEEEE R LS EE S AL &SRR
deltaT = 0.5 * (1 / (2 * Pmax))

Else
deltaT = 0.01
Endif
Time = Time + deltaT Update time
NSteps = NSteps + 1 |Update
NumTimeSteps
tCalculate the new ice surface elevation from the continuity equation
u= ( (PXw*uw + (PX e *ue)+&
(PY n * u_n) + (PY_s * u_s) - (PSum * u) + Load } * deltaT + u

Before correcting places where ice surface is below ground, lets look at those

places
NeghAccCount = count{ mask=({(Z-u) > Thresh).and.(Load > 0.0).and. (Diag==1)} )
{How many
BigNeg = maxval({ Z - u, mask=({(Z-u) > Thresh).and.{Load > 0.0)) )}
IBiggest error
ErxNeg = sum{ Z - u, mask={((Z-u) > Thresh).and.(Load > 0.0).and. (Diag==1}) )

I Ice 'created’
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accumnul

ErrNeg = 100.0 * BrrNeg / (deltaT * AccInt) 1Tce created relative to integrated
ation rate (%)

ISEESSEISSSSSESTISss0ssSn5585555558593

!Print out a grid showing where the problems cells are
1if (NegAccCount > 400) then

! where ({u « Z).and. {Load > 0.0).and. (Diag==1)})
! u01d{1:Nr,L:N¢) = u

! elsewhere

i u0ld = -99.00

! end where

! OPEN (unit = 100, file = "temp.asc", form='formatted')
! do irow=1, Nr

! write(100,504) ( uCld(irow,icol), icecl=1l, Nc )}
{ end do

tend if

ICorrect for cells where divergence was greater than mass
If (NegAccCount > 0) then
Where ( ({(Z-u) > Thresh).and. (Load > 0.0).and. (Diag==1) )
!Calculate the fraction of the change that represents mass created

from nothing

uCorr = 1 - (H/( uold(1:Nr, 1:Nc) - u)) !H & uOld are both previous

timestep data

Elsewhere
uCorxr = 0.0
End where

IFix the cells that contain the 'created' ice by removing the extra mass
IThe 'max' on the gradient ensures that corrections are made only where

flux ig away from the problem cell

uold(1:
uold(1:
u0ld(1:

u0ld(1:

u full(1l:Nr, 0:Nc-1) = u full (1:Nr, 0:Nc¢-1) - uCorr * PX w * max{{
Nr, 1:Nc) - u0ld{(l:Nr, 0:Nc-1) ), 0.0) * deltaT

u_full(l:Nr, 2:Nc+1) = u_full(1:NWr, 2:Nc¢+l) - uCorr * PX_e * max({({
Nr, 1:Nc) - uQld(1:Nr, 2:Nec+l) ), 0.0) * deltaT

u_full (0:Nr-1, 1:Nc) = u_full(0:Nr-1, 1:Ne) - uCorr * PY_n * max((
Nr, 1:Nc) - uw0ld{0:Nr-1, 1:Nc) ), 0.0) * deltaT

u_full(2:Nr+l, 1:Nc) = u_full(2:Nr+l, 1:Nc) - uCorr * PY_s * max{(
Nr, 1:Nc) - uO0ld(2:Nr+l, 1:Nc¢) )}, 0.0) * deltaT
End if
R R R R R E R R

1Tce surface can't be below ground surface
Where ( ((Z-u) > Thresh).and. (Locad > 0.0) )
u = Z + (Load * deltaT)
Elsewhere
u = max{u, 2Z)
End where
H= (u- 2 IRecalculate ice thickness

ICALCULATE parameters for OQUTPUT

ice

LL = minloc(u, mask=(H » Thresh)) lAarray location of lowest elev with

LC = maxloc(abs(u - uw0ld(1l:Nr,1:Nc)) !Array location of max change

Zlow = A{(LL(1),LL(2))

SurfSum = sum( Load, mask=( {(H » Thresh).or.(Load » 0.0)).and.(Diag==1}) ) !This
includes empty cells in accum area

BalInt = 100.0 * SurfSum / AcclInt !Integrated
surface balance error (%)

NonZeroCount = sum(Diag, mask=(H > Thresh)) INumber of cells with

SumThick = sum{H, mask=(H > 0)) 1Sum of

all cell thicknesges

Volume = (SumThick * deltaXy**2) !Total volume
MaxThick = maxval (H)

IMaximum thickness

ChangeMax = wmaxval {(abs(u - u0ld(1:Nr,1:Nc}}) 'Max change

ICheck the mass balance of the numerical model
BalMod = ( sum(u-uQld(1:Nr,1:Nc), mask={((H » Thresh).and. (Diag==1))) - deltaT *

SurfsSum ) &

/ ( deltaT * SurfSum ) * 100
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CALL DATE AND TIME(ClockDate, ClockTime)

IWRITE info re this step to screen
If {(PrintToScreen) then

' If (mod(Nsgteps-1,15).eq.0) then
! WRITE(*, 502) "Time","Stpsg","dT", "BalMod", "BInt", "Volume",6 "Z_Low",
"MaxThick", "ErrNg"
! End if
WRITE(*,503) Time, Nsteps, deltaT, BalMod, BallInt, Veolume, Zlow, MaxThick,

ErrNeg
WRITE(*,505) NegAccCount, PMax, ErrNeg, BigNeg

! WRITE(*,506) Change(LC(1),LC(2)), u(LC(1),LC(2)), Z{(LC(L),LC(2)),
Leoad (LC (1) ,LC(2))

End if
502 FORMAT (x,a8, x,a6,x%,as, %x,al0, x,alo, %x,a9, x,a8, x,a8, x,alo0)
503 FORMAT (X,F8.3,x,IG,X,ESQ,B,X,ESID‘2,x,ESlO.3,x,ESS.3,X,FB.l,x,FB.B,x,ESlO.3)
504 FORMAT (1000(x,F9.3))
505 FORMAT ("NgCnt=",I4," KMx=",ES10.3, * BrrNg (%) =", ES10.3, " BigNg=",
ES10.3)
506 FORMAT (ES10.3, 3x, I8, 3x, F8.3, 3x, I4, 3x, ES10.3)

IWRITE info re this step to file
If (mod(Nsteps,NPrintOutFreq) .eqg.0) then
WRITE(70,503) Time, Nsteps, deltaT, BalMod, Ballnt, Volume, Zlow,
MaxThick, ErrWNeg
End if

tPeriodically WRITE ICE THICKNESS to file
If (mod{Nsteps,NoutFreg) .eg. 0) then
Where (Diag ==0)
H = -99.00
End where

OPEN (unit = 80, file = ThickOutFile, form='formatted')

write (80, ' {"Time=", F10.3)') Time

write(80, "' ("Volume=", ES10.3)') Volume

write (80, ' ("Integrated surf bal err(%)=", F8.3)') Ballnt
write (B0, ' {("Date=",al2," Time=",al2)"') ClockDate, ClockTime

write(80,*) "Nr, Nc, xllcorner, yllcorner, deltaXY, nodataval"
write(80,'(I4,14,ES815.8,E815.8,I5,1I7)') N¢, Nr, xllcorner,
vllcorner, DeltaXY, NoDataVal ’
do irxow=1l, Nr
write (80,504) { H(irow,icol), icol=1, Nc¢ )
end do
CLOSE (unit = 80)
End if
1End of output calculation section

END DO !WHILE
tEnd of leop that runs forward through time

Where (Diag .ne. 1)
H = -9%9.00
End where

!Write the ice thickness vector to the ice thickness grid
OPEN (unit = 80,file = ThickOutFile, form="'formatted’)
write (80, ' ("Time=", F10.3)') Time

write(80,' ("Volume=", ES10.3)') Volume
write(80,' ("Integrated surf bal err(%)=", FB8.3)'} Ballnt
write (80, ' ("Date=",al2," Time=",al2)'} ClockDate, ClockTime

write(80,*) "N, Nc, xllcorner, yllcorner, deltaXY, nodataval"
write (80, '(I4,I4,ES15.8,ES15.8,I5,I7)"') Ne¢, Nr, xllcorner,
yllcorner, deltaXY, NoDataval
do irow=1l, Nr

write(80,504) ( H{irow, icol), icol =1,Nc¢ )
end do
CLOSE {(unit = 80)
CLOSE (unit = 70) IStepInfo file
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Deallocate allocated arrays; dereference pointers
DEALLOCATE (u_full, H_full, z_full, uold)
NULLIFY (u, H, Z )

NULLIFY {u_w, u_e, un, u s)

NULLIFY (Z2_w, Z_e, Z_n, Z_s)

NULLIFY (H w, H e, Hn, H s)

STOP

|Error messages

1000 Print*, "Cannot find/open thickness file, ", ThickInFile
END
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