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ABSTRACT

Physical vapor deposition is a method used to deposit films of pentaery-
thritol tetranitrate (PETN) with great control over microstructure. As a result of
depositing high density PETN films, microcracking in the films frequently occurs.
PETN detonation testing was conducted to determine the effect these microcracks
have on detonation. To explore this, two films were separated by controlled gaps
to simulate cracks in films. The detonation was initiated at the beginning of a
film, and refractive imaging was used to determine whether the detonation suc-
cessfully propagated across the gap. Films of various thicknesses were evaluated
to determine the maximum gap width that would result in detonation propaga-
tion at a specified PETN film thicknesses.

The tests were also simulated with CTH. Computer generated schlieren
(CGS) images were developed to provide a comparable evaluation to the exper-
iments. With minimal effort in adjusting equation of state parameters, the CGS
images were able to resemble the refractive images obtained from experimenta-
tion.

Keywords: PETN, Detonation, Explosive, Schlieren, Shadowgraph, CTH



ACKNOWLEDGMENTS

I would like to thank my advisor Michael Hargather for shaping me into
the researcher I am today. I would like to thank Eric Forrest for his tremendous
support and feedback. Without them I would not have been able to complete
this thesis. I would also like to thank Otis Solomon for his DC reviewing efforts.
I would like to thank Robert Knepper, Alex Tappan, Michael Marquez, Stephen
Rupper, Jon Vasiliauskas and Caitlin O’Grady for their support with testing. I
would also like to thank Cody Kirk for his great CTH advice. In addition I would
like to thank Paul Shoemaker for starting the Campus Executive collaboration,
that made this all possible.

I want to thank all the members of the Shock and Gas Dynamics Labora-
tory for making my time there enjoyable. Also for their great advice that helped
me push my research further. I would like to thank my parents Julio and Chris-
tine for their endless support and encouragement.

This work was supported by the Laboratory Directed Research and De-
velopment program at Sandia National Laboratories, a multimission laboratory
managed and operated by National Technology & Engineering Solutions of San-
dia, LLC, a wholly owned subsidiary of Honeywell International, Inc., for the
U.S. Department of Energy’s National Nuclear Security Administration under
contract DE-NA0003525.

This report describes objective technical results and analysis. Any subjec-
tive views or opinions that might be expressed in the paper do not necessarily
represent the views of the U.S. Department of Energy or the United States Gov-
ernment. Unclassified, unlimited release SAND2019-2019-9412 T.

This thesis was typeset with LATEX1 by the author.

1The LATEX document preparation system was developed by Leslie Lamport as a special ver-
sion of Donald Knuth’s TEX program for computer typesetting. TEX is a trademark of the Ameri-
can Mathematical Society. The LATEX macro package for the New Mexico Institute of Mining and
Technology thesis format was written by John W. Shipman.

ii



CONTENTS

Page

LIST OF TABLES v

LIST OF FIGURES vi

CHAPTER 1. INTRODUCTION 1
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Explosive Detonation . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.3 Detonation Measurements . . . . . . . . . . . . . . . . . . . . . . . . 2
1.4 Physical Vapor deposition (PVD) . . . . . . . . . . . . . . . . . . . . 3
1.5 Explosive Diagnostics Using Refractive Imaging . . . . . . . . . . . 5
1.6 Simulation of Explosive Events . . . . . . . . . . . . . . . . . . . . . 6
1.7 Goals of this Research . . . . . . . . . . . . . . . . . . . . . . . . . . 7

CHAPTER 2. EXPERIMENTAL METHODS 8
2.1 PETN Detonation Testing . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2 Refractive Imaging . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.3 Test Series 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.4 Image Processing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.5 Velocity Measurements . . . . . . . . . . . . . . . . . . . . . . . . . . 18

CHAPTER 3. COMPUTATIONAL METHODS 21
3.1 Model Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.2 Computer Generated Schlieren . . . . . . . . . . . . . . . . . . . . . 23
3.3 Velocity Measurement of Computer Generated Schlieren Images . . 25

CHAPTER 4. EXPERIMENTAL RESULTS 27
4.1 Continuous Film Test . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
4.2 Gap Test . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

4.2.1 Critical Gap Width . . . . . . . . . . . . . . . . . . . . . . . . 36

iii



4.2.2 Successful Initiation . . . . . . . . . . . . . . . . . . . . . . . 40
4.2.3 Failed Initiation . . . . . . . . . . . . . . . . . . . . . . . . . . 43

4.3 Infinite Gap Test . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

CHAPTER 5. COMPUTATIONAL RESULTS 56
5.1 Continuous Film . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
5.2 Gap Tests . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

5.2.1 Successful Initiation . . . . . . . . . . . . . . . . . . . . . . . 58
5.2.2 Failed Initiation . . . . . . . . . . . . . . . . . . . . . . . . . . 63
5.2.3 Infinite Gap . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
5.2.4 Distance to Steady-State Wave Shape . . . . . . . . . . . . . 68

CHAPTER 6. CONCLUSION 70
6.1 Future Research . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

REFERENCES 73

iv



LIST OF TABLES

Table Page

4.1 Test matrix table. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
4.1 —continued . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
4.1 —continued . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
4.2 Detonation velocity table. . . . . . . . . . . . . . . . . . . . . . . . . 34
4.3 Test failure table . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

5.1 CTH test failure table. . . . . . . . . . . . . . . . . . . . . . . . . . . 56
5.2 Detonation velocity comparison table. . . . . . . . . . . . . . . . . . 57

v



LIST OF FIGURES

Figure Page

Figure 1.1 Scanning electron micrograph (SEM) of a dense PETN film
displaying microcracking. . . . . . . . . . . . . . . . . . . . . . . . . 5

Figure 1.2 Schematic of a focused shadowgraph system. . . . . . . . . . 6

Figure 2.1 Schematic of the continuous film test setup. Included in the
schematic is a rough estimate of the camera field of view. . . . . . . 9

Figure 2.2 Schematic of the gap test setup. Included in the schematic
is a rough estimate of the camera field of view. . . . . . . . . . . . . 10

Figure 2.3 Schematic of the infinite gap test setup. Included in the
schematic is a rough estimate of the camera field of view. . . . . . . 10

Figure 2.4 Shadowgraph system . . . . . . . . . . . . . . . . . . . . . . 11
Figure 2.5 Schlieren imaging is performed with a (a) small and (b)

large LED to produce the images (c-f). All images were taken with
the same amount of light and with a 50% cutoff. Images (c) and (d)
are of a shock wave and images (e) and (f) are of reaction product
gases. The images in (c) and (e) used the small LED and images (d)
and (f) used the large LED. . . . . . . . . . . . . . . . . . . . . . . . . 13

Figure 2.6 Schematic of the test series 1 imaging setup. . . . . . . . . . 14
Figure 2.7 Schematic of the test series 2 imaging setup. . . . . . . . . . 15
Figure 2.8 Image processing flow chart. . . . . . . . . . . . . . . . . . . 17

vi



Figure 2.9 Normal velocity routine. a) Shock front data. b) Discretiza-
tion of the first shock front, SF 1. c) A linear curve fit was per-
formed for each discrete section of SF 1. The lines normal to the
curve fit at each discrete section are found using the normal slope
(Slope 1). d) Calculation of the slope (Slope 2) between the center of
a discrete section and every point on the second shock front. This
is processes is repeated for every discrete section. e) The difference
between Slope 1 and every Slope 2 for a single discrete section is
calculated. f) The lines corresponding to the Slope 2 are separated
into difference values that are either positive or negative. g) The
Slope 1 of interest. h) The points on SF 2 corresponding to the min-
imum of the positive differences and the minimum of the negative
differences are the upper and lower bounds for the point normal
to the highlighted Slope 1 in Fig. 2.9g. . . . . . . . . . . . . . . . . . 20

Figure 3.1 CTH model setup with the location of the gap shown. . . . . 21
Figure 3.2 80 cell wide by 20 cell high 2-dimensional model setup with

a mesh grid overlay. Each cell represents a 100 by 100 cell grid in
the actual 8000 by 2000 problem setup. . . . . . . . . . . . . . . . . . 22

Figure 3.3 The mask composed of coefficients, Ci, is applied to the im-
age centered on pixel xi,yi. . . . . . . . . . . . . . . . . . . . . . . . . 24

Figure 3.4 Custom schlieren mask. . . . . . . . . . . . . . . . . . . . . . 25
Figure 3.5 CTH model setup. The field of view (FOV) of the computer

generated schlieren images is shown. . . . . . . . . . . . . . . . . . 25

Figure 4.1 Schlieren images from Test 2 arranged from left to right then
down. Test 2 is a continuous film detonation test of a 70 µm-thick
aluminum confined PETN film deposited onto a bare aluminum
substrate. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

Figure 4.2 Schlieren images from Test 1 arranged from left to right
then down. Test 1 is a continuous film detonation test of a 70
µm-thick aluminum confined PETN film deposited onto a oxidized
aluminum substrate. . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

Figure 4.3 Normal velocity plot of Test 2. The tracked shock fronts
from test 2 were plotted as thin black lines. The black vectors rep-
resent vectors that did not meet the desired shock front matching
uncertainty criteria. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

Figure 4.4 Normal velocity plot of Test 1. The tracked shock fronts
from test 1 were plotted as thin black lines. The black vectors rep-
resent vectors that did not meet the desired shock front matching
uncertainty criteria. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

Figure 4.5 Schlieren images from Test 21 arranged from left to right
then down. Test 21 is a continuous film detonation test of a 200
µm-thick unconfined PETN film. . . . . . . . . . . . . . . . . . . . . 33

vii



Figure 4.6 Normal velocity plot of Test 21. The tracked shock fronts
from Test 21 were plotted as thin black lines. . . . . . . . . . . . . . 33

Figure 4.7 Oscilloscope data from Test ”Fiber Probe 1”. Each of the 7
peaks correspond to the time when the detonation light reached
each fiber. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

Figure 4.8 Oscilloscope data from ”Test Fiber Probe 2”. Each of the 7
peaks correspond to the time when the detonation light reached
each fiber. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

Figure 4.9 Detonation test sequence for a successful propagation in
Test 46. The images are arranged from left to right then down. . . . 38

Figure 4.10 Detonation test sequence of an unsuccessful propagation in
Test 10. The images are arranged from left to right then down. . . . 39

Figure 4.11 Test 32 dent track due to a successful initiation across the gap. 39
Figure 4.12 Test 38 flat substrate due to a failure to propagate across the

gap. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
Figure 4.13 Focused shadowgraph images from Test 27 arranged from

left to right then down. Test 27 is a gap test of a 200 µm-thick
unconfined PETN film that successfully initiated the second film
across a 25 µm gap. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

Figure 4.14 Normal velocity plot of Test 27. The tracked shock fronts
from Test 27 were plotted as thin black lines. The black vectors
represent vectors that did not meet the desired shock front match-
ing uncertainty criteria. . . . . . . . . . . . . . . . . . . . . . . . . . . 41

Figure 4.15 Schlieren images from Test 53 arranged from left to right
then down. Test 53 is a gap test of a 400 µm-thick unconfined PETN
film that successfully initiated the second film across a 220 µm gap. 42

Figure 4.16 Normal velocity plot of Test 53. The tracked shock fronts
from Test 53 were plotted as thin black lines. The black vectors
represent vectors that did not meet the desired shock front match-
ing uncertainty criteria. . . . . . . . . . . . . . . . . . . . . . . . . . . 43

Figure 4.17 Schlieren images from Test 4 arranged from left to right then
down. Test 4 is a gap test of a 70 µm-thick aluminum confined
PETN film deposited on bare aluminum that failed to initiated the
second film across a gap separated by the surface roughness. . . . . 44

Figure 4.18 Normal velocity plot of Test 4. The tracked shock fronts
from Test 4 were plotted as thin black lines. The black vectors rep-
resent vectors that did not meet the desired shock front matching
uncertainty criteria. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

Figure 4.19 Schlieren images from Test 3 arranged from left to right then
down. Test 3 is a gap test of a 70 µm-thick aluminum confined
PETN film that failed to initiated the second film across a gap sep-
arated by the surface roughness. . . . . . . . . . . . . . . . . . . . . 45

viii



Figure 4.20 Normal velocity plot of Test 3. The tracked shock fronts
from Test 3 were plotted as thin black lines. The black vectors rep-
resent vectors that did not meet the desired shock front matching
uncertainty criteria. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

Figure 4.21 Focused shadowgraph images from Test 34 arranged from
left to right then down. Test 34 is a gap test of a 200 µm-thick
unconfined PETN film that failed to initiated the second film across
a ∼93 µm gap. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

Figure 4.22 Normal velocity plot of Test 34. The tracked shock fronts
from Test 34 were plotted as thin black lines. The black vectors
represent vectors that did not meet the desired shock front match-
ing uncertainty criteria. . . . . . . . . . . . . . . . . . . . . . . . . . . 47

Figure 4.23 Schlieren images from Test 52 arranged from left to right
then down. Test 52 is a gap test of a 400 µm-thick unconfined PETN
film that failed to initiate the second film across a 200 µm gap. . . . 48

Figure 4.24 Normal velocity plot of Test 52. The tracked shock fronts
from Test 52 were plotted as thin black lines. The black vectors
represent vectors that did not meet the desired shock front match-
ing uncertainty criteria. . . . . . . . . . . . . . . . . . . . . . . . . . . 49

Figure 4.25 Schlieren images from Test 14 arranged from left to right
then down. Test 14 is a infinite gap test of a 70 µm-thick aluminum
confined PETN film deposited on bare aluminum. . . . . . . . . . . 50

Figure 4.26 Normal velocity plot of Test 14. The tracked shock fronts
from Test 14 were plotted as thin black lines. The black vectors
represent vectors that did not meet the desired shock front match-
ing uncertainty criteria. . . . . . . . . . . . . . . . . . . . . . . . . . . 50

Figure 4.27 Schlieren images from Test 12 arranged from left to right
then down. Test 12 is a infinite gap test of a 70 µm-thick aluminum
confined PETN film deposited on oxidized aluminum . . . . . . . . 51

Figure 4.28 Normal velocity plot of Test 12. The tracked shock fronts
from Test 12 were plotted as thin black lines. The black vectors
represent vectors that did not meet the desired shock front match-
ing uncertainty criteria. . . . . . . . . . . . . . . . . . . . . . . . . . . 52

Figure 4.29 Focused shadowgraph images from Test 44 arranged from
left to right then down. Test 44 is a infinite gap test of a 200 µm-
thick unconfined PETN film. . . . . . . . . . . . . . . . . . . . . . . . 53

Figure 4.30 Normal velocity plot of Test 44. The tracked shock fronts
from Test 44 were plotted as thin black lines. The black vectors
represent vectors that did not meet the desired shock front match-
ing uncertainty criteria. . . . . . . . . . . . . . . . . . . . . . . . . . . 54

Figure 4.31 Close up section of Fig. 4.30. The vectors inside the black
box are used for the velocity determination in Fig. 4.32 . . . . . . . 54

ix



Figure 4.32 Velocity of the shock front at the film height determined
from the vectors located in the black box of Fig. 4.31 . . . . . . . . . 55

Figure 5.1 Continuous velocity measurement. Data was extracted from
the steady-state section of Test CTH 2. The inter-frame time be-
tween shock fronts is 10 ns. . . . . . . . . . . . . . . . . . . . . . . . 57

Figure 5.2 Density image for visualization of PETN location. . . . . . . 58
Figure 5.3 Comparison between a schlieren image from a successful

propagation test (Test 46) and a CGS image from a successful prop-
agation test (CTH 1). a) The schlieren image shows the air shock
from the initial film forming an outward protrusion over the sec-
ond film. b) The CGS image shows the second film initiating before
the air shock from the initial film has a chance to form a protrusion.
This creates a notch in between the two air shocks. . . . . . . . . . . 59

Figure 5.4 Computer generated schlieren images from a a 100 µm-gap-
width gap test (Test CTH 2). The inter-frame time between images
is 20 ns. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

Figure 5.5 Computer generated schlieren image from a a 50 µm-gap
gap test (Test CTH 1). The inter-frame time between images is 20 ns. 61

Figure 5.6 Normal velocity plot of Test CTH 1. The tracked shock
fronts from Test CTH 1 were plotted as thin black lines. The black
vectors represent vectors that did not meet the desired shock front
matching uncertainty criteria. The inter-frame time between shock
fronts is 10 ns. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

Figure 5.7 Normal velocity plot of Test CTH 2. The tracked shock
fronts from Test CTH 2 were plotted as thin black lines. The black
vectors represent vectors that did not meet the desired shock front
matching uncertainty criteria. The inter-frame time between shock
fronts is 10 ns. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

Figure 5.8 Computer generated schlieren image from a a 200 µm-gap-
width gap test. The inter-frame time between images is 20 ns. . . . 63

Figure 5.9 Normal velocity plot of Test CTH 5. The tracked shock
fronts from Test CTH 5 were plotted as thin black lines. The black
vectors represent vectors that did not meet the desired shock front
matching uncertainty criteria. The inter-frame time between shock
fronts is 10 ns. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

Figure 5.10 Computer generated schlieren images from an infinite gap
test (Test CTH 6). The inter-frame time between images is 20 ns. . . 65

Figure 5.11 Normal velocity plot of Test CTH 6. The tracked shock
fronts from Test CTH 6 were plotted as thin black lines. The black
vectors represent vectors that did not meet the desired shock front
matching uncertainty criteria. The inter-frame time between shock
fronts is 10 ns. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

x



Figure 5.12 Close up section of Fig. 5.11. The vectors inside the black
box are used for the velocity determination in Fig. 5.13 . . . . . . . 67

Figure 5.13 Comparison of velocity normal to the end of the film in Test
44 and Test CTH 6. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

Figure 5.14 Evolution from the detonation formation within the explo-
sive to the time it reaches its steady-state wave shape. The images
were taken from Test CTH 3. a) Density image to visualize the lo-
cation of the PETN film at t=0. b) The air shock from the initial film
forms over the second film. The film is initiated and the detonation
is making its way toward the edges of the film, t=0 ns. c) The det-
onation shock emerges from the edge of the film. The air shock is
significantly ahead of the detonation, t=11 ns. d) The detonation
catches up with the air shock. This is the point where the shock
reaches its steady-state wave shape, t=18 ns. . . . . . . . . . . . . . 69

xi



This thesis is accepted on behalf of the faculty of the Institute by the following
committee:

Michael J. Hargather

Academic and Research Advisor

Eric C. Forrest

Seokbin Lim

I release this document to the New Mexico Institute of Mining and Technology.

Julio C. Peguero II July 3, 2019



CHAPTER 1

INTRODUCTION

1.1 Motivation

Explosives are able to be deposited using physical vapor deposition (PVD).
Depositing thin films of explosives allows for the study of explosive processes on
an extremely small scale with films tens of microns thick. PVD allows for con-
trol over the microstructure of films. As a result of varying the surface energy
of the substrate the films are deposited on, the density of the films can be con-
trolled. When high density films are made, microcracking in the films can occur.
Currently it is unknown what effect these microcracks have on the detonation
propagation in thin films.

The research here will explore detonation propagation in thin films to un-
derstand the critical gap widths across which detonation can and cannot propa-
gate. Experimental testing and computational modeling have been performed to
determine the largest gap a film can have while maintaining detonation, and to
understand the effect the gap causes on detonation.

1.2 Explosive Detonation

A detonation is a rapid combustion process driven by a shock front within
an explosive [1, 2]. The Zeldovich, von Neumann, Döring (ZND) model is an
ideal theory of detonation. This model makes the assumption that the flow is
one dimensional, and the reaction zone length is negligible [1]. According to the
ZND model a chemical reaction within an explosive is initiated by a shock wave
propagating within the explosive. The explosive is heated and compressed as the
shock wave passes through it, causing the chemical reaction. The energy pro-
duced by this chemical reaction drives the shock front, and thus the detonation.
Gas products form as a result of the chemical reaction. The shock front, chemical
reaction, and the rarefaction front travel together in equilibrium at a speed that is
referred to as the detonation velocity [1].

1



1.3 Detonation Measurements

Typically, explosive detonation testing is performed on the macro-scale
where kilograms of loose powder explosives are pressed into pellets of various
shapes such as cylinders. The explosives are used for many purposes such as
quantification of explosive output and detonation propagation characteristics.
Properties such as density [3], temperature [4], pressure [5], particle velocity and
detonation velocity are measured. Velocities are generally the easiest properties
to measure [6]. The particle velocity can be used to determine the pressure at an
interface with the use of Hugoniot properties [7].

Velocity interferometer system for any reflector (VISAR) [8] and Hetero-
dyne velocimetry [9], also known as photon Doppler velocimetry, are commonly
used for particle and free surface velocity measurements [7, 10]. These methods
work by measuring the Doppler shift as the detonation interacts with a reflective
surface. These methods are only able to measure the velocity off of a reflective
surface and thus are not able to determine detonation velocity directly.

Detonation velocity can be measured by mechanical and ionization pin
switches, which rely on closure of a circuit by contact of the pin to a displaced
confinement wall and the ionization of the detonation front respectively [11].

Fiber optic probes with holes drilled at specified locations are able to deter-
mine position and time data from the ionization of the detonation front [12]. Con-
tinual measurements are possible with chirped fiber optic Bragg gratings (CFBG).
The CFBG utilizes a 125 µm-diameter fiber optic placed in the center of the explo-
sive. The detonation velocity is determined by the dependence of the reflectivity
and the CFBG length [13, 14]. Electromagnetic waves are a non-intrusive method
for determination of the detonation velocity. The Doppler shift is measured off
the reflective surface of the ionization in the detonation front to determine deto-
nation velocity [15].

There is a dependence of the detonation velocity on the diameter of the
explosive, called the diameter effect. Campbell and Engelke tested for this by
measuring the detonation velocity along cylinders of explosives using ionization
switches at known increments [16]. The diameter is varied until detonation fails
to propagate at a small enough diameter [16]. The diameter at which detonation
fails to propagate is known as the critical diameter. There is another method to
determine the critical diameter which only requires one test for each explosive.
This test uses a cone shaped explosive, and the results of critical diameter are
slightly lower than the previously mentioned test due to the detonation being in
an overdriven state. The cone is initiated at the base and the critical diameter is
determined to be the diameter at which the detonation fails. The determination
of detonation failure in this test is by the use of a resistance probe placed in the
center of the explosive as well as streak camera imaging [17].

In addition to the performance of explosives, failure is also of interest. One
method commonly used is the gap test, of which there are several variations,
including the Naval Surface Warfare Center (NSWC) small scale gap test, Los
Alamos National Laboratory (LANL) small scale gap test, LANL large scale gap
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test, Pantex Plant (PX) gap test, and the Stanford Research Institute (SRI) gap test
[18, 19, 20]. Each test consists of a donor charge, acceptor charge, and an attenu-
ator. The donor charge and the acceptor charge are separated by an attenuator of
varying thickness. An explosive is found to be more sensitive with and increas-
ing attenuator size that results in detonation of the acceptor charge. Detonation
of the acceptor charge is determined by a dent made in a witness plate placed at
the end of the acceptor charge [18].

At the sub-millimeter scale, subtle initiation effects can be isolated from
the bulk detonation properties [21]. The removal of the bulk effects allows the
study of initiation effects of films using multiple different configurations. How-
ever, pressing explosive powders is limited in the geometries and scales that can
be produced. It is very difficult to press cylinders that are less than 2 mm in di-
ameter [22]. It is also not possible to have precise control over the microstructure
of the specimen with traditional pressing methods [23].

1.4 Physical Vapor deposition (PVD)

PVD is a process used to deposit thin films of elements, compounds or
molecules, and has been shown to alleviate several issues with pressed explo-
sives [23, 22]. PVD uses thermal vaporization to create a gas from the material
of interest, which is then condensed onto a substrate. The process is performed
under high vacuum to reduce the vapor pressure and to produce thin films with
high purity [24].

Organic explosives such as pentaerythritol tetranitrate (PETN), hexani-
troazobenzene (HNAB) [25] and hexanitrostilbene (HNS) [26] can be deposited
by PVD. PETN is often studied due to its relatively low vapor pressures at eas-
ily obtainable vacuum levels, allowing for rapid deposition [23, 27]. PETN also
has a small critical dimension that allows for deposition at a very small scale
[23, 27]. The Department of Energy (DOE) classifies PETN as a secondary explo-
sive which means it is relatively insensitive to initiation, which makes it relatively
safe to work with [28].

It has been shown that the microstructure of PETN can be controlled through
the variation of PVD deposition conditions [23]. The literature suggest that the
microstructural properties such as density, pore size and distribution, ultimately
effect the detonation velocity, initiation sensitivity, and the critical dimension.
[23, 29, 30, 31, 18, 32].

PVD is limited in the geometries that can be produced; it is not possible to
deposit a cylinder with PVD [22, 33]. The main configuration used in detonation
testing is a slab configuration, although methods exists to create patterns [34, 35]
or channels [34] within the films. PVD allows films to be developed that are close
to their critical thickness [23, 22, 36]. This can lead to a better understanding of
the failure mechanisms [33]. Also of interest is the study of initiation [21, 33], and
shock response [33].
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Even though the deposition of PETN is limited to slab configurations [33],
the diameter effect still applies [36]. The diameter effect is the change in velocity
due to energy losses from the side of the cylinder as the diameter or thickness, of
the explosive changes [16, 1]. The critical dimension in cylinders, is the diameter
at which the detonation fails to propagate as the diameter is reduced to the point
where energy losses to the side of the column are larger than the energy produced
in the explosive [1]. Although geometry differences exist between cylinders and
slabs, the critical dimensions are similar. The critical thickness for a detonation
of a slab has been shown to roughly be equal to half the critical diameter of a
cylinder. The experimental data of Gibbs and Popolato [37] quantifying the fail-
ure thickness in explosives relates well to the data from Campbell and Engelke
[16], and Dobratz [18] quantifying the failure diameter. There are some discrep-
ancies in the ratio between the critical diameter and the critical thickness, due to
slight differences in the composition of explosives used. Nevertheless, the ratio
remains near one [38].

The alteration of the substrate surface energy has been demonstrated to
change the density of PETN films. PETN films deposited onto substrates with
higher surface energy have been shown to have higher density, which in turn
increases the detonation velocity [39, 40].

One downside to producing high density PETN films with PVD is that
microcracking can occur as shown in Fig. 1.1 [23, 39]. The cracking of the PETN
films is due to compressive stresses in the films [23, 41]. The compressive stresses
are likely due to the large difference in thermal expansion coefficient between the
substrate and the PETN film [42].

4



Figure 1.1: Scanning electron micrograph (SEM) of a dense PETN film displaying
microcracking.

1.5 Explosive Diagnostics Using Refractive Imaging

Refractive imaging is useful for the study of explosive events because
shock and detonation waves can be directly visualized. Refractive imaging is
a class of imaging methods that allow the visualization of changes in the refrac-
tive index. The refractive index, n, is the ratio of the speed of light in a vacuum,
c, to the speed of light in a transparent medium cm:

n =
cm

c
(1.1)

Focused shadowgraph visualizes the second derivative of the refractive in-
dex field which provides a high sensitivity to shock waves, while being relatively
insensitive to weak gas phenomena such as rarefactions. Schlieren imaging is
a refractive imaging method that visualizes the first derivative of the refractive
index field. This allows a high sensitivity to weak gas disturbances while still
maintaining a high sensitivity to strong shock waves [43].
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Focused shadowgraph imaging is achieved by the collimation of a point
source of light. The light is then passed through a test section where the medium
of interest is located. The light is then refocused to a point and the light enters
a camera. A schematic of a focused shadowgraph system is shown in Fig. 1.2.
This results in an image of the shadow of light refractions captured by the cam-
era. Schlieren imaging can be achieved by the addition of a simple knife edge at
the point where the light is focused after the second lens. The difference in the
refractive index of the visualized media results in bending of light which is cut
off by the knife edge resulting in a dark area in the image.

Light
Source

Collimating
Lens

Camera

Focusing
Lens

Refractive
Medium

Figure 1.2: Schematic of a focused shadowgraph system.

Refractive imaging has been widely used in explosive research due to its
simplicity and the ability to produce images of shock waves. There have been
many instances for the use of refractive imaging to visualize shock waves in air
[44, 45] and in solids [46, 47, 48, 49]. Specifically of interest, refractive imaging has
been used on a relatively small scale to characterize detonators [47, 50, 48, 49].
Refractive imaging can also be applied with cameras in stereo to extract three-
dimensional shock position [51]. It is even sensitive enough to image the shock
waves produced by the deflagration of pyrotechnics [52].

1.6 Simulation of Explosive Events

Hydrocodes have been widely used to study explosive events. A hy-
drocode is a type of program that numerically solves problems using conserva-
tion of mass, momentum and energy [53]. Hydrocodes are able to handle large
deformations, and strain rates, such as shock waves [53, 54].

Hydrocodes typically use composite models to describe a material. The
composite models relate an equation of state (EOS) that describes the unreacted
material properties and an EOS that describes the reaction product properties
[55]. An equation of state is used to relate the pressure, volume and temper-
ature within a material [53]. The composite model ties the two EOSs together
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with a burn rate. The burn rate is a homogeneous rate that is a simplification of
the burn rate produced by the average burning rate due to hot spots in a par-
ticular explosive [55, 56]. Explosives are highly variable with different densities
and microstructure depending on the method of manufacture. Due to this high
variability in explosive microscale properties, the burn rates are calibrated to ex-
perimental data [55, 56].

These burn models are typically calibrated with shock-to-detonation ex-
periments, such as the wedge test [55, 57]. The wedge test is usually conducted
using a plane wave lens, attenuator and a wedge shaped explosive along with
the imaging diagnostic equipment. Plane wave lenses are specially shaped ex-
plosives with the purpose of producing a planar detonation wave as opposed to
the typical curved detonation front that is inherent in non-ideal explosives. A
plane wave lens imparts a planar detonation wave into a driving explosive. The
pressure is reduced to the desired level by the use of an attenuator. A known
input pressure enters the wedge shaped explosive. The sloped surface of the
wedge shaped explosive is mirrored. A light is shined on the sloped surface
and is recorded by a streak camera. As the explosive reacts to the input pres-
sure, the surface of the explosive at the burn/detonation front distorts the light.
This distortion in light is recorded by the streak camera, and from a position ver-
sus time plot the velocity of the reaction can be calculated. When detonation is
reached within the wedge explosive the reaction rate rapidly increases. The dis-
tance from the attenuator-wedge-shaped-explosive interface to the point of rapid
velocity increase is referred to as the run distance [58].

Hydrocodes can provide a better understanding of unexpected phenom-
ena occurring in experiments [53, 59]. Simulations may be conducted before ex-
pensive experiments to develop a better experimental matrix. Also in the case of
limited funding, simulations could be used in place of experiments [53].

1.7 Goals of this Research

The goal of this research is to understand the effect of the microcracking
on the detonation failure of PETN. The research investigated detonation failure
processes using experiments and simulations. The experiments implemented ar-
tificial gaps between two films similar in concept to various gap test methods dis-
cussed earlier, to determine the size of gap the detonation can propagate across.
Refractive imaging was used in conjunction with image processing techniques
to extract the position and velocity of the shock front of detonating PETN films.
CTH was used to model the PETN films to observe the shock and reaction prod-
uct behavior.
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CHAPTER 2

EXPERIMENTAL METHODS

Physical vapor deposition (PVD) was used to deposit PETN onto polycar-
bonate substrates using a deposition system at Sandia National Laboratories that
utilized an effusion cell thermal deposition source. Films with thicknesses of 70
µm, 200 µm, and 400 µm were deposited. The thickness of the films was mea-
sured with a DektakXT surface profilometer with a 5 µm stylus. The 200 and 400
µm-thick films were deposited onto a polycarbonate substrate and were uncon-
fined.

The 70 µm-thick films were deposited on polycarbonate substrates that
were coated with a 1 µm-thick aluminum layer using e-beam deposition. There
are two separate methods for the deposition of the aluminum substrate layer,
which will be referred to as ”bare aluminum” and ”oxidized aluminum”. The
bare aluminum substrates were developed by coating a 1 µm-thick aluminum
layer and without breaking vacuum, depositing a PETN layer. This substrate is
referred to as bare aluminum since the aluminum does not have a chance to de-
velop a significant amount of oxidation or contamination thus resulting in a high
surface energy. The oxidized aluminum substrates were fabricated by coating a
1 µm thick aluminum layer followed by the removal of the substrate from vac-
uum. The substrate was placed under atmospheric conditions for approximately
24 hour to allow the aluminum to develop an oxide and contaminant layer. The
substrates were then returned to vacuum for deposition of the PETN layer. The
PETN was confined with a 1 µm-thick aluminum layer while under vacuum for
both the bare and oxidized aluminum substrates [40].

The bare aluminum substrates are expected to have a significantly higher
surface energy than the oxidized aluminum substrates. However an exact value
for the surface energy is unknown since contact angle measurements were not
able to be measured under vacuum. The theoretical surface energy for pure alu-
minum under a perfect vacuum is approximately 1140 mJ/m2 [40, 60, 61]. The
films were deposited at a base pressure of 1 x 10−6 Torr thus there was a small
amount of contaminants present, lowering the surface energy of the aluminum
[40]. Contact angle measurements were performed on the oxidized aluminum
substrates resulting in a surface energy of approximately 40 mJ/m2 [40]. Al-
though the exact value of the surface energy of the bare aluminum used is un-
known it is likely close to theoretical since deposition occurred under high vac-
uum.
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Knepper et al. found that the PETN films deposited on oxidized alu-
minum substrates were thicker than the PETN films deposited on bare aluminum
despite using the same amount of PETN for both substrate types. Thus it can be
inferred that the PETN films deposited on bare aluminum are denser than the
films deposited on oxidized aluminum. They also found that the detonation ve-
locity of the PETN films deposited on bare aluminum was higher than the PETN
films deposited on oxidized aluminum. This is the expected result for the respec-
tive densities of the films [40].

2.1 PETN Detonation Testing

The tests performed included steady-state detonation measurements through
continuous films, detonation propagation and failure test with varied gap widths,
and infinite gap width tests to measure the shock propagation through air from
the end of the films. The detonation of the initial film in each setup was initiated
by an incident shock from a detonating PVD PETN film directly above a small
portion of the initial film.

The steady-state detonation tests consisted of a single PETN film deposited
onto a 3 cm x 1 cm substrate as shown in Fig. 2.1. The 3 cm length provides suf-
ficient distance for the detonation to reach and maintain steady-state throughout
the length of the films. The purpose of this test configuration provides several
frames of imaging at steady-state.

PETN

Substrate

Initiator
system

Substrate

Substrate

PETN
Initiator
system

Estimated camera

field of view

4 mm 1cm

3 cm

Figure 2.1: Schematic of the continuous film test setup. Included in the schematic
is a rough estimate of the camera field of view.

There was also an implementation of a gap test to test the ability of deto-
nation to propagate across a crack in the film, two films were placed next to each
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other and physically separated by an air gap of known width as shown in Fig.
2.2. The films used in this arrangement were deposited onto individual 1 cm by
1 cm substrates. The size of the substrate and location of the initiator are chosen
to provide enough length for the detonation to reach steady-state before entering
the view of the camera and interacting with the gap.

PETN

Substrate

PETN

Substrate

Initiator
system

Substrate Substrate

SubstrateSubstrate

4 mmPETNPETN 1 cm

1 cm

Initiator
system

Variable gap width

Estimated camera

field of view

70-400 μm

500 μm

Figure 2.2: Schematic of the gap test setup. Included in the schematic is a rough
estimate of the camera field of view.

The infinite gap test visualized the propagation of the air shock off the end
of the film into free air as shown in Fig. 2.3. The test was performed to provide
further insight to the gap tests. This test allowed for the visualization of the air
shock formation inside the gap, before the air shock reaches the second film.
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system

Substrate
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field of view
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Figure 2.3: Schematic of the infinite gap test setup. Included in the schematic is a
rough estimate of the camera field of view.
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2.2 Refractive Imaging

Typical refractive imaging is done at medium to large scales with field of
views ranging from centimeters in schlieren imaging to meters in retroreflective
shadowgraph and background oriented schlieren [43]. To study the PETN films it
was required that the horizontal field of view of the images be only few millime-
ters wide. This presents several issues with schlieren and focused shadowgraph.
The first issue is that in order to avoid motion blur of an extremely fast moving
object, i.e. a detonation front in a small field of view, a small exposure time is
needed which reduces the amount of time light is collected. Therefore, a substan-
tial amount of light is needed. Collecting a substantial amount of light in the re-
quired field of view has its issues and a balance needs to be struck. Schlieren and
shadowgraph require the light passing through the imaging section to be highly
parallel. Completely parallel light is impossible to achieve with a light source of
finite size [43, 62], hence in refractive imaging it is desired to have the smallest
divergence angle of the collimated light as possible. Fig. 1.2 is a schematic of the
focused shadowgraph system used here. The divergence angle, θ, is dependent
upon the focal length, f, of the collimating lens and the radius of the light source,
r, as shown in eq. 2.1 [63, 62]. From this it is evident that in order to minimize
the divergence angle, the radius of the light source needs to be minimized and
the focal length needs to be maximized. The issue with this approach is that min-
imizing the light source radius and maximizing the focal length also minimize
the light collected by the collimating lens. This is counterproductive to the goal
of maximum light. Therefore it is desired to use a lens with the smallest focal
length that gives a divergence angle that is deemed negligible to maximize light
without sacrificing the accuracy of the imaging . This maximum acceptable diver-
gence angle was determined here experimentally by utilizing a lens that would
not produce a measurable change in radius of the collimated light through the
length of the test section.

Light
Source

Collimating
Lens

Camera

Focusing
Lens

Refractive
Medium

θ

f

r

Figure 2.4: Shadowgraph system

θ =
r
f

(2.1)
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The size of the light source in a schlieren system relative to the collimating
lens also affects the blurring of schlieren objects. The smaller the light source is
the crisper the schlieren object is. When the light source increases in size relative
to the collimating lens the schlieren effect becomes more pronounced and results
in a larger gradient. Fig. 2.5 shows the difference between images illuminated by
a small light emitting diode (LED) and a large LED.

The data collected here were from two separate test series. Each test series
was performed with slightly different optics as the optical system was incremen-
tally improved. The optics in the second test series were slightly different in order
to improve on the images from the first test series. The imaging method of the
first test series will be discussed and then a discussion of the reasons for changing
the setup on the second test series will follow. The imaging setup for test series 1
is shown in Fig. 2.6. The camera used was a Specialised Imaging SIMX-15. This
camera is capable of recording 15 full resolution images at a frame rate of up to 1
billion frames per second. The camera uses a beam splitter to direct the light to
its 15 individual image sensors to achieve such a high frame rate. Although each
sensor can be triggered independently to allow variable frame rate, a constant
frame rate was used in each test. The SIMX-15 records each individual image at
a resolution of 1280 x 960 pixels with a bit depth of 12, and outputs saved images
at 16 bits. Depending of the test, frame rates ranged from 10 to 66.66 MHz. All
the images were taken at an exposure of 10 ns to minimize motion blur.

A Specialized Imaging SI-LUX 640 was used as the light source for all of
the testing. The SI-LUX 640 is a spoiled coherence laser that outputs light via a
liquid light guide. The light exiting the 5-mm-diameter light guide is incoherent
with a divergence half angle of approximately 27 degrees. The SI-LUX 640 is
an excellent source of light because it is extremely bright, and produces light at
640 +/- 6 nm. Since the SI-LUX 640 is essentially monochromatic, a bandpass
filter at 640 nm was used to remove nearly all the explosive luminance that could
overexpose the image.

The camera gain was used to enhance the light input to the camera sensor
through the use of the integral image intensifier. The camera gain used ranged
from 4-5, with each gain level increasing the camera intensity by a factor of 2.
This level of gain provided enough light input to the camera sensor for a fully
exposed 8 bit image.

The first test series used focused shadowgraph for every test, except the
final test of the series which was performed with schlieren. All of the lenses used
were 50-mm-diameter lenses. The SI-LUX 640 liquid light guide was mounted on
an optical rod. The light was collected by a 175-mm-focal-length plano-convex
lens. The light is collimated by this lens and is then turned by a first surface
mirror (due to space constraints). The collimated light passes over the test section
and is then focused with a 300-mm-focal-length achromatic doublet lens with a
175-mm-focal-length plano-convex lens place behind. The light is focused to a
point and passes through the 640 nm bandpass filter. Then the light enters the
camera through a 300-mm Nikon imaging lens. The 300-mm achromatic doublet
lens and 175-mm plano-convex lens combination is used to provide a ∼3.2 mm
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Figure 2.5: Schlieren imaging is performed with a (a) small and (b) large LED to
produce the images (c-f). All images were taken with the same amount of light
and with a 50% cutoff. Images (c) and (d) are of a shock wave and images (e) and
(f) are of reaction product gases. The images in (c) and (e) used the small LED
and images (d) and (f) used the large LED.
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Figure 2.6: Schematic of the test series 1 imaging setup.

horizontal field of view when combined with the 300-mm Nikon imaging lens on
the camera.

The final test of the series was performed with schlieren to explore whether
additional flow features could be visualized. Schlieren imaging visualizes the
first derivative of the refractive index field [43], and thus can have a higher sensi-
tivity to weak refractive phenomena. Schlieren imaging was achieved by simply
adding a knife edge directly in front of the camera, where the light is focused to
a point. The imaging lens was also changed to give a ∼5.2 mm horizontal field
of view. The larger field of view captured more light to make up for the light that
was blocked by the knife edge. Approximately a 25% knife edge cutoff was used
to provide a reasonable amount of sensitivity without losing too much light.

2.3 Test Series 2

After reviewing the images of the first test series it was observed that the
schlieren imaging produced a crisper shock front than the focused shadowgraph
imaging, which allowed for superior shock position data extraction. This led to
the to use of schlieren for test series 2. Since larger aperture light sources tend
to blur the shock front in schlieren images as discussed previously, a change was
made to the collimating lens: the aperture of the light guide is fixed, so an al-
ternative to changing the size of the light source is to change the focal length
of the collimating lens. The collimating lens was changed from a 175-mm-focal
length lens to a 200-mm-focal-length lens, effectively decreasing the size of the
light source. Since the 200-mm focal-length lens does not capture as much light
as the 175-mm-focal length lens, the field of view needed to increase to main-
tain sufficient light levels. A 200-mm Nikon lens was used to provide a larger
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horizontal field of view of ≈5.2 mm. The cutoff was also reduced from a ≈25%
cutoff to a 5-10% cutoff, since not much sensitivity was needed. A schematic of
the optical system for test series 2 is shown in Fig. 2.7.

Figure 2.7: Schematic of the test series 2 imaging setup.

In test series 2 the gain on the camera was increased until the recorded
image histogram comprised more than half of the bit depth. Since each successive
step in camera gain increased the signal by a factor of 2, any further increase
would result in an overexposed image. When using an underexposed image and
stretching it, the intensity values are effectively binned into low counts, losing
detail in the image. The histogram stretch effectively takes the pixel values saved
at a low bit depth and places gaps between each value that stretch the values to
the correct bit depth. The information in the gaps can never be recovered, due to
it never being recorded in the first place. While the camera gain does add noise
to the image, it is significantly better than a histogram stretch which also adds
the same amount of noise. The advantage of camera gain is that increases the
intensity of all the light before it is recorded by the camera thus utilizing the full
bit depth of the camera sensor. Therefore detail that would have been lost due to
the ”binning” that occurs with a histogram stretch is retained.

2.4 Image Processing

The SIMX-15 camera outputs 1 large image that is comprised of the 15
individual images it records. The large image is separated into the 15 individual
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images for further processing. Since images are recorded at 12 bits and saved as
16 bits, a histogram stretch is performed on the images to stretch the histogram
across the entire 16 bits of the image.

The Specialized Imaging software provided with the camera automatically
rectifies the individual images between sensors using only x and y translations.
An additional x and y translation, combined with a rotation image registration
was applied using MATLAB to correct for slight errors in the Specialized Imaging
software image registration.

A custom-developed image processing routine was built here to highlight
the shock wave to automatically extract and measure the shape, spatial coordi-
nates, and velocity. The general process is outlined here and shown in Fig. 2.8.
The sequence is manually modified slightly between images to maximize the data
extraction. First a Canny filter [64] was applied using the MATLAB edge function
to create a binary image of the shock front. The Canny filter alone was sufficient
for extracting the entire shock front in most images. In some images, gaps in
connectivity of the Canny-filtered image were manually closed by inspecting the
original image using the MATLAB imfreehand function, then merging the resul-
tant image with the Canny-filtered image.
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Figure 2.8: Image processing flow chart.

Small amounts of background noise due to low light levels were identified
with the Canny filter. The noise was removed using the MATLAB roipoly func-
tion to create a mask for the background downstream of the shock wave location,
which was then subtracted from the Canny-filtered image. Some images were en-
hanced prior to the Canny filtering using techniques including: median filtering,
contrast limited adaptive histogram equalization [65], and static image subtrac-
tion. These techniques were applied to provide contrast between the shock front
and the background.

Ultimately, the processing approach resulted in a binary image with the
shock front location identified as a connected line of white pixels on a black back-
ground. The pixel coordinates of the shock front for each row in the image was
extracted from the binary image. The pixel coordinates were converted to spa-
tial coordinates using a calibration image of a grid with known spacing recorded
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before the test.

2.5 Velocity Measurements

The velocity of the shock wave is calculated from the spatial coordinates
in successive frames using a forward difference method [66]. A forward differ-
ence was chosen to provide the best resolution of the shock wave velocity change
across the gaps between films. If a centered difference was used, the shock ve-
locity upstream of the gap is affected by the velocity decay across the gap. When
appropriate, centered differences were utilized for steady-state shock wave prop-
agation.

The initial method to determine the velocity of the shock wave used a hor-
izontal velocity calculation. This was achieved by comparing the shock wave
position between points on the same pixel row. Since a shock wave is driven by
pressure, it will always be traveling in the direction normal to the wave itself.
The use of a horizontal velocity method is acceptable to measure the velocity of
a steady-state detonation since the angle of the shock wave is consistent. The
velocity of the shock wave normal to itself can be calculated through the applica-
tion of a simple trigonometry calculation to the horizontal velocity of the wave.
However, it fails to provide an accurate representation of what is occurring when
the shock wave changes shape between frames during the unsteady detonation
that occurs during the gap test. This is because the direction the shock wave is
moving is variable along the shock front, and the trigonometric calculation is no
longer applicable.

An appropriate method for calculating the velocity with unsteady wave
shapes is to use a normal velocity method. In this method the velocity of the
shockwave is always calculated in the direction of flow, which is the true motion
of the shock wave itself. This method allows for the calculation of steady and
unsteady flows.

The normal velocity calculation is completed using multiple steps as shown
in Fig. 2.9. First the initial shock front, SF 1 is discretized into many small sec-
tions, then a linear curve fit [66] is applied to each of these sections. The size of
each section used here was 49 points. At the boundaries of the shock front, this
section size was reduced to the minimum allowable size of 7 points for a curve
fit was reached. The size of 49 was chosen to provide plenty of points to reduce
the effect of slight variances along the shock front, while still capturing the local
shape. A derivative is taken of the curve fit equation at the center point to find the
slope, m, of the curve fit. The first slope of interest, slope 1, is the slope of the line
normal to the curve fit, m n, and is calculated using eq. 2.2. All the points normal
to the shock front at that location are then plotted to visualize the direction nor-
mal to the curve fit. A second slope, slope 2, is calculated between the center of
the curve fit and each point on the subsequent shock front, SF 2. The difference,
diff, is calculated between slope 1 and each slope 2. The differences are then split
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up into differences that have a positive value and differences that have a nega-
tive value. The minimum of the positive differences and the negative differences
are calculated. The points on SF 2 corresponding to the minimum of the positive
difference and negative difference are the upper and lower bounds respectively.
Due to the finite resolution of the points on the second shock front, SF 2, an exact
match is highly unlikely. Therefore the point that is normal to the discretized sec-
tion of the first shock front, SF 1, is known to lie somewhere between the upper
and lower bounds.

m n =
−1
m

(2.2)
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Figure 2.9: Normal velocity routine. a) Shock front data. b) Discretization of the
first shock front, SF 1. c) A linear curve fit was performed for each discrete sec-
tion of SF 1. The lines normal to the curve fit at each discrete section are found
using the normal slope (Slope 1). d) Calculation of the slope (Slope 2) between
the center of a discrete section and every point on the second shock front. This is
processes is repeated for every discrete section. e) The difference between Slope
1 and every Slope 2 for a single discrete section is calculated. f) The lines corre-
sponding to the Slope 2 are separated into difference values that are either posi-
tive or negative. g) The Slope 1 of interest. h) The points on SF 2 corresponding
to the minimum of the positive differences and the minimum of the negative dif-
ferences are the upper and lower bounds for the point normal to the highlighted
Slope 1 in Fig. 2.9g.
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CHAPTER 3

COMPUTATIONAL METHODS

The PETN films were modeled with CTH, a Eulerian finite difference hy-
drocode developed by Sandia National Laboratories. CTH modeling of the PETN
films was performed to gain a better understanding of what is happening in the
experimental images, and to understand the behavior of the reaction products.

3.1 Model Setup

The 2-dimensional model shown, in Fig. 3.1, consisted of two slabs of 200
µm-thick PETN films setup in the same configuration as the experimental gap
test shown, in Fig. 2.2, along with a small initiator charge of PETN. An initiator
charge of PETN is needed to initiate the initial PETN slab.

Gap

Figure 3.1: CTH model setup with the location of the gap shown.

The initiator charge was modeled with the Jones-Wilkins-Lee (JWL) [67]
equation of state (EOS), which allows the use of a programmed burn initiation.
The programmed burn propagates a detonation wave from a point that expands
radially [68]. The JWL EOS only describes the gaseous reaction products, which
is suitable for the initiator but not for modeling PETN films of interest.

The initial PETN film was initiated by an incident air shock from the ini-
tiation charge. The film was modeled with the HVRB reaction rate model [38].
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An HVRB model was chosen as the reaction rate model for the PETN films due
to its usefulness in representing shock initiation of explosives [38]. The HVRB
model is a composite pressure dependent reactive burn model. HVRB is typically
calibrated from the run distance to detonation versus input pressure results ob-
tained from wedge test data [57]. Since the wedge test data used is from pressed
explosives, the HVRB calibration does not allow for the initiation of PETN at a
thickness of 200 µm. Thus a few adjustments were made to the reaction rate pa-
rameters of the HVRB model to allow for detonation of the 200 µm-thick films.
The film was long enough for detonation to reach steady-state before the gap
interface, thus the initiator had no effect on the results.

The HVRB model relates an equation of state model describing the solid
unreacted phase of the explosive to another equation of state model that describes
the gaseous reaction product state. The Mie Grüneisen EOS was used to describe
the solid unreacted form of the explosive, while a Sesame tabular EOS [69] was
used to describe the material in the gaseous reaction product state.

A polycarbonate EOS was not present in the CTH library. Thus a poly-
methyl methacrylate (PMMA) substrate was used in its place. The PMMA sub-
strate was modeled with a Mie Grüneisen EOS. The air was modeled using a
Sesame tabular EOS under standard temperature and pressure (STP) conditions.

CTH calculates all values such as the volume fraction of species, velocity,
and density at the center of the cell [70]. Due to this it is desirable to use a square
mesh since a non proportional rectangular mesh could cause errors. A standard
mesh of cells with an aspect ratio of 1:1 was used to acquire the highest accuracy
in all simulations. A mesh resolution of 8000 cells wide by 2000 cells high was
used over the spatial domain of 2 cm wide by 0.5 cm high. This mesh size is too
fine to show in full detail in a single image so Fig. 3.2 shows the mesh for an 80 x
20 cell grid scaled down with each cell representing a 100 x 100 mesh grid.

Figure 3.2: 80 cell wide by 20 cell high 2-dimensional model setup with a mesh
grid overlay. Each cell represents a 100 by 100 cell grid in the actual 8000 by 2000
problem setup.

A transmitting boundary condition was used on all the boundaries. The
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transmitting boundary condition allows mass to flow in and out of the mesh.
Weak reflection of incident waves may occur with this type of boundary con-
dition [38]. However the boundaries were far enough away from the region of
interest to not affect the results here.

The mesh grid was chosen to have a similar spatial resolution of µm/cell
as the µm/pixel resolution of the experimental images. The micrometer per cell
ratio is 2.5 µm/cell, while the experimental micrometer per pixel ratio ranges
from 2.57 to 3.89 µm/pixel. Images of the computational domain displaying den-
sity are exported as a primary data output of the simulations. The inter-frame
time between image output from the simulation was 10 ns to provide a temporal
resolution that exceeded all the experimental testing.

An infinite gap test was also performed by simply removing the second
PETN film and its corresponding substrate.

3.2 Computer Generated Schlieren

Computer generated schlieren (CGS) images were made to visualize the
shock wave and reaction products. As previously discussed, schlieren images
are the first derivative of the refractive index field. Although CTH does not have
a refractive index output, the refractive index, n, is proportional to density ρ: [43]

ρ =
n − 1

k
(3.1)

Where k is the Gladstone-Dale coefficient. From this relationship it is clear
that the refractive index gradient is simply proportional to the density gradient,
so the density gradient is used here to make schlieren images. The derivative can
be taken by using a finite difference method [66]. Since a vertical cutoff was used
in the experimental testing, the derivative was taken along the horizontal direc-
tion to produce an equivalent schlieren image. A centered difference method was
chosen instead of a backward or forward difference to provide higher accuracy.
The centered difference derivative can be calculated with a step size of h:

dx
dy

=
xn+h − xn−h

2h
(3.2)

The numerical derivative can be calculated using a simple image process-
ing routine, called spatial filtering [71]. Spatial filtering is performed by applying
a mask composed of multiplication factors, Ci, to a region of pixels. Fig. 3.3
shows the application of a mask to an image centered on pixel xi,yi. Each pixel
covered by the mask is multiplied by the value in the mask that corresponds to
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the location of the pixel. The filtered value of the centered pixel is equal to the
sum of each pixel multiplied by their respective mask value and is given by:

Filtered cell value = C1 ∗ (xi−1, yi+1) + C2 ∗ (xi, yi+1) + C3 ∗ (xi+1, yi+1)

+ C4 ∗ (xi−1, yi) + C5 ∗ (xi, yi) + C6 ∗ (xi+1, yi)

+ C7 ∗ (xi−1, yi−1) + C8 ∗ (xi, yi−1) + C9 ∗ (xi+1, yi−1) (3.3)
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Figure 3.3: The mask composed of coefficients, Ci, is applied to the image cen-
tered on pixel xi,yi.

A custom edge detection mask, which is similar to a Prewitt filter [71] was
used to take the numerical horizontal derivative. The custom mask is a 3 cell
wide by 1 cell high filter instead of the 3 cell wide by 3 cell high Prewitt filter. The
3x1 configuration was chosen to localize the schlieren effects to a single cell row.
The custom kernel shown, in Fig. 3.4, put into equation form with the notation of
x for each cell, yields:

Filtered cell value = −1 ∗ xn−1 + 0 ∗ xn + 1 ∗ xn+1 = xn+1 − xn−1 (3.4)
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0-1 +1

Figure 3.4: Custom schlieren mask.

Synthetic schlieren allows for the visualization of the shock wave and re-
action products in a manner similar to actual schlieren imaging. Only a small
portion of the image was visualized with synthetic schlieren as shown, in Fig.
3.5, to mimic the imaging field of view used during experimental testing. The
vertical height of the model was much larger than the imaged field of view so
boundary effects would not be captured in the imaged field of view.

Imaged
FOV

Figure 3.5: CTH model setup. The field of view (FOV) of the computer generated
schlieren images is shown.

3.3 Velocity Measurement of Computer Generated Schlieren Images

The normal velocity plots described in section 2.5, are created here from
the CGS images. Results of the normal velocity plots can be compared between
the experimental and computational schlieren images. The inter-frame time be-
tween image output from the simulation was 1 ns. However, the normal velocity
plots were only plotted at an inter-frame time of 10 ns to allow for the visual-
ization of the full evolution of the shock front while keeping the plots relatively
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uncluttered. Velocity data can be calculated between individual frames or is cal-
culated across multiple frame to show the full evolution of the shock front while
keeping the plots relatively uncluttered.

A Canny filter was not necessary to highlight the shock front of the CGS
image. Since camera sensor noise was not present, a simple binarization of the
image highlighted the shock front. The shock front location was extracted and
the normal velocity plot procedure proceeded in the same way as discussed in
Chapter 2.
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CHAPTER 4

EXPERIMENTAL RESULTS

PETN films of thicknesses ranging from 70 to 400 µm-thick were evalu-
ated. Table 4.1 list all the tests performed. The 200 and 400 µm-thick PETN films
were deposited on polycarbonate substrates and were unconfined. The 70 µm-
thick PETN films were confined with aluminum and deposited onto bare and
oxidized aluminum coated polycarbonate substrates.

Table 4.1: Test matrix table.

Test
#

Film
Thickness

(µm)

Inter
Frame
Time

∆T (ns)

Gap
Width
(µm)

Horizontal
Field of

View
(mm)

Substrate

1 70 60 Continuous 4.914 Oxidized
aluminum

2 70 60 Continuous 4.914 Bare
aluminum

3 70 60 0 4.914 Oxidized
aluminum

4 70 60 0 4.914 Bare
aluminum

5 70 60 10 4.914 Oxidized
aluminum

6 70 60 10 4.914 Bare
aluminum

7 70 60 25 4.914 Oxidized
aluminum

8 70 60 25 4.914 Bare
aluminum

9 70 60 50 4.914 Oxidized
aluminum
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Table 4.1: —continued

Test
#

Film
Thickness

(µm)

Inter
Frame
Time

∆T (ns)

Gap
Width
(µm)

Horizontal
Field of

View
(mm)

Substrate

10 70 60 50 4.914 Bare
aluminum

11 70 35 Infinite 4.914 Oxidized
aluminum

12 70 35 Infinite 4.914 Oxidized
aluminum

13 70 60 Infinite 4.914 Oxidized
aluminum

14 70 35 Infinite 4.914 Bare
aluminum

15 70 60 Infinite 4.914 Bare
aluminum

16 200 60 Continuous N/A Polycarbonate
17 200 60 Continuous N/A Polycarbonate
18 200 90 Continuous N/A Polycarbonate
19 200 90 Continuous N/A Polycarbonate
20 200 45 Continuous 3.286 Polycarbonate
21 200 60 Continuous 4.978 Polycarbonate
22 200 60 Continuous 4.914 Polycarbonate
23 200 60 25 N/A Polycarbonate
24 200 60 25 N/A Polycarbonate
25 200 90 25 N/A Polycarbonate
26 200 100 25 3.286 Polycarbonate
27 200 45 25 3.286 Polycarbonate
28 200 60 50 N/A Polycarbonate
29 200 50 50 3.286 Polycarbonate
30 200 60 75 N/A Polycarbonate
31 200 90 75 N/A Polycarbonate
32 200 45 80 3.286 Polycarbonate
33 200 45 ˜75-120 3.286 Polycarbonate
34 200 50 ˜93 3.286 Polycarbonate
35 200 45 95 3.286 Polycarbonate
36 200 60 100 N/A Polycarbonate
37 200 50 110 3.286 Polycarbonate
38 200 45 110 3.286 Polycarbonate
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Table 4.1: —continued

Test
#

Film
Thickness

(µm)

Inter
Frame
Time

∆T (ns)

Gap
Width
(µm)

Horizontal
Field of

View
(mm)

Substrate

39 200 45 170 3.286 Polycarbonate
40 200 60 Infinite N/A Polycarbonate
41 200 60 Infinite N/A Polycarbonate
42 200 90 Infinite N/A Polycarbonate
43 200 45 Infinite 3.286 Polycarbonate
44 200 15 Infinite 3.286 Polycarbonate
45 400 60 80 4.914 Polycarbonate
46 400 60 100 4.914 Polycarbonate
47 400 60 125 4.914 Polycarbonate
48 400 60 160 4.914 Polycarbonate
49 400 60 180 4.914 Polycarbonate
50 400 60 180 4.914 Polycarbonate
51 400 60 200 4.914 Polycarbonate
52 400 60 200 4.914 Polycarbonate
53 400 60 220 4.914 Polycarbonate

4.1 Continuous Film Test

The image sets in Fig. 4.1 and Fig. 4.2 display a shock front produced
by confined PETN films deposited on bare and oxidized aluminum substrates
respectively. These films both produced a shock front that is non-uniform. The
shock front appears to be several Mach stems that stack on top of each other. The
structures that appear to be Mach stems eventually coalesce into a singular shock
front. Since these films are 70 µm-thick, they are close to the critical thickness
for films of this configuration which is approximately 55 µm [40]. The shock
shape could be caused by porosity within the microstructure, which would not
be noticeable in thicker films due to the bulk effects dominating. This effect is
similar to Ramsay and Popolato’s findings of a rough shock front caused by small
local discontinuities in explosives [72].

The 70 µm-thick PETN film deposited on the substrate coated with bare
aluminum, shown, in Fig. 4.1, appears to have a rougher shock front shape than
the 70 µm-thick film deposited on a substrate coated with oxidized aluminum, as
shown in Fig. 4.2.
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Figure 4.1: Schlieren images from Test 2 arranged from left to right then down.
Test 2 is a continuous film detonation test of a 70 µm-thick aluminum confined
PETN film deposited onto a bare aluminum substrate.

Figure 4.2: Schlieren images from Test 1 arranged from left to right then down.
Test 1 is a continuous film detonation test of a 70 µm-thick aluminum confined
PETN film deposited onto a oxidized aluminum substrate.

Normal velocity plots were made to visualize velocity of the shock front
as the shock passed through the field of view of the camera. The highlighted
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shock fronts for each frame in the sequence were plotted in black. In addition
the normal velocity vectors calculated as described in Chapter 2 are plotted and
color coded to specify velocity. Normal velocity vectors that have a velocity un-
certainty due to slope matching greater than ± 50 m/s are rejected. Although the
velocity values that don’t meet the uncertainty requirement are not included in
the analysis, they are plotted in black to verify which vectors were excluded.

The normal velocity plot for a 70 µm-thick aluminum confined PETN film
deposited on bare aluminum, shown, in Fig. 4.3, displays some vectors that are
clearly not in the direction of the shock motion. This is not an error in the curve
fitting as the vectors are correctly pointing in the direction normal to the shock
front. It is due to the highly irregular shape of the shock front. Nevertheless, it
can be seen that as the detonation transitions to steady-state the velocity increases
and the shock front smooths out.

The normal velocity plot of the 70 µm-thick aluminum confined PETN
film deposited on a substrate coated with oxidized aluminum in Fig. 4.4 has
significantly less diverging vectors since the shock front is slightly smoother. The
diverging vectors are present but hardly noticeable since the roughness of the
shock front isn’t great enough to cause a significant velocity spike. It can also be
seen that the velocity of the shock front increases significantly as the detonation
reaches steady-state.

Figure 4.3: Normal velocity plot of Test 2. The tracked shock fronts from test 2
were plotted as thin black lines. The black vectors represent vectors that did not
meet the desired shock front matching uncertainty criteria.
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Figure 4.4: Normal velocity plot of Test 1. The tracked shock fronts from test 1
were plotted as thin black lines. The black vectors represent vectors that did not
meet the desired shock front matching uncertainty criteria.

The 200 µm-thick films reach steady-state before entering the imaged field
of view as shown in Fig. 4.5. It is believed that the 200 µm-thick unconfined PETN
films reach steady-state earlier than the 70 µm-thick aluminum confined PETN
films, however it is not confirmed due to an inconsistent horizontal alignment of
the films within the camera field of view.

The normal velocity plot of the 200 µm-thick PETN film in Fig. 4.6 shows
that the velocity of the shock front remains relatively steady across the entire field
of view. The 200 µm-thick PETN films could be thick enough for bulk properties
to start having a greater effect rendering the microstructural effects causing the
rough shock front to be negligible.
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Figure 4.5: Schlieren images from Test 21 arranged from left to right then down.
Test 21 is a continuous film detonation test of a 200 µm-thick unconfined PETN
film.

Figure 4.6: Normal velocity plot of Test 21. The tracked shock fronts from Test 21
were plotted as thin black lines.

The detonation velocity of select continuous film tests was calculated by
measuring the velocity of the air shock along the film surface. The calculation of
the detonation velocity was performed by manually clicking on the shock front
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along the edge of the film on successive frames to obtain position versus time
data. The frames used for the velocity calculations were all at steady-state. This
allowed for the use of a centered difference calculation, which provides higher ac-
curacy. The velocity calculation was centered on three separate frames for three
calculations in each test. Each calculation was repeated three times and the av-
erage of the 9 values was reported in Table 4.2. The uncertainty was found by
taking the standard deviation of the 9 calculations for each test.

In order to validate photometric measurements, detonation velocity of the
200 µm-thick films was also measured with a fiber probe lid similar to the method
discussed in [22]. The fiber probe velocity measurements are within 1% of the
well accepted method of streak camera analysis data [22]. The fiber probe lid is
a polycarbonate lid with 7 optical fibers placed into laser machined holes. The
holes are along the center of the film width and are spaced at an interval of 3.5
mm along the film length. The lids are attached to the fixture and do not confine
the PETN films. The light from the detonation is recorded with a digital storage
oscilloscope. As the detonation reaches each fiber, a peak in intensity is recorded
by the oscilloscope. A linear least squares curve fit is applied to the time versus
position data of the peaks, which yields a slope that is equal to the detonation ve-
locity. The uncertainty reported is calculated by the standard error of the estimate
[73]

Test ”Fiber Probe 1” has ideal results, with distinct peaks as shown in Fig.
4.7. Test ”Fiber Probe 2” had rough peaks as shown in Fig. 4.8, which was the
likely cause of the high uncertainty seen in Table 4.2. There is general agreement
between the shock front and fiber probe lid data of the 200 µm-thick films. The
variation between the velocity results is within the measurement uncertainty.

Table 4.2: Detonation velocity table.

Test # Film
Thickness

(µm)

Detonation
Velocity (m/s)

Substrate
Material

Measurement

1 70 7450 ± 116 Oxidized
Aluminum

Shock Front

2 70 7910 ± 53 Bare
Aluminum

Shock Front

21 200 7651 ± 197 Polycarbonate Shock Front
22 200 7513 ± 135 Polycarbonate Shock Front

Fiber
Probe 1

200 7536 ± 31 Polycarbonate Fiber Probe Lid

Fiber
Probe 2

200 7391 ± 251 Polycarbonate Fiber Probe Lid
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Figure 4.7: Oscilloscope data from Test ”Fiber Probe 1”. Each of the 7 peaks
correspond to the time when the detonation light reached each fiber.

Figure 4.8: Oscilloscope data from ”Test Fiber Probe 2”. Each of the 7 peaks
correspond to the time when the detonation light reached each fiber.

4.2 Gap Test

Gap tests were performed to measure the critical gap width. Due to diffi-
culty in assembling the test articles, not every test had films that were perfectly
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aligned in the vertical direction. It is important to know that the height above film
surface measurement included in the normal velocity plots is measured from the
lower of the two films.

The normal velocity plots used to analyze the shock front give a substan-
tial amount of information. All the velocity plots for the gap tests have the same
x and y axis limits to allow for easy comparison of tests regardless of the field of
view or inter-frame time used.

The shock front changes shape and speeds up as the detonation crosses the
gaps and re-establishes a steady-state propagation which can be easily observed
in the normal velocity plots. The point at which the shock front speeds up is
related to the run distance. The run distance is defined as the distance an input
pressure needs to travel within an explosive to reach detonation. The exact run
distance may not be be at the point where the shock wave speeds up and changes
shape. This is because while the reaction is building up to detonation, there is
a possibility that the air shock from the initial film is traveling at a faster rate
than the developing reaction. If this is the case, after the detonation occurs the
detonation front will need to catch up with the air shock before the air shock
returns to its steady-state shock shape. Due to the uncertainty in location of the
run distance in relation to the change in shock wave shape, the terminology for
the distance to the change in wave shape will be referred to as the distance to
steady-state wave shape.

4.2.1 Critical Gap Width

The critical gap width is the largest width of gap for reliable initiation of
the second film. Table 4.3 shows the results for each gap test. None of the 70
µm-thick aluminum confined PETN films propagated across the narrowest 10
µm gaps. Therefore the 70 µm-thick films were placed in contact with each other
to make as small of gap as possible. Neither of the 70 µm-thick films were able
to propagate across this abutment gap. This was likely due to the fact that the
films were close to their critical detonation thickness (55 µm) [40]. The 200 µm-
thick unconfined PETN films had a critical gap width of about 80 µm. Although
detonation was observed at a width beyond 80 µm, it was deemed unreliable due
to a significant amount of failures above 80 µm. The 400 µm-thick unconfined
PETN films had a critical gap width of approximately 180 µm. A limited number
of tests were performed at this 400 µm thickness, with one of them failing to
detonate across a gap width of 200 µm. The gap widths reported here have a
general uncertainty of ± 10 µm due to edges that are slightly rough. Test 33 had
an edge that was significantly rougher than other films and thus the range of
widths is reported in Table 4.3.
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Table 4.3: Test failure table

Test # Film
Thickness

(µm)

Gap
Width
(µm)

Detonation
Propagation

3 70 0 No
4 70 0 No
5 70 10 No
6 70 10 No
7 70 25 No
8 70 25 No
9 70 50 No

10 70 50 No
23 200 25 Yes
24 200 25 Yes
25 200 25 Yes
26 200 25 Yes
27 200 25 Yes
28 200 50 Yes
29 200 50 Yes
30 200 75 Yes
31 200 75 Yes
32 200 80 Yes
33 200 75-120 Yes
34 200 93 No
35 200 95 No
36 200 100 No
37 200 110 Yes
38 200 110 No
39 200 170 No
45 400 80 Yes
46 400 100 Yes
47 400 125 Yes
48 400 160 Yes
49 400 180 Yes
50 400 180 Yes
51 400 200 Yes
52 400 200 No
53 400 220 Yes
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The criteria to determine whether or not a detonation successfully propa-
gated across a gap was the shape of the shock front in the second film. The shock
front develops a circular discontinuity shape and returns to its linear steady-state
shape if the detonation successfully propagates across the gap as is shown in Fig.
4.9. If the detonation fails to propagate across a gap, the shock front becomes
more circular as shown in Fig. 4.10.

Figure 4.9: Detonation test sequence for a successful propagation in Test 46. The
images are arranged from left to right then down.
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Figure 4.10: Detonation test sequence of an unsuccessful propagation in Test 10.
The images are arranged from left to right then down.

The polycarbonate substrates upon which the PETN films were deposited
on were collected after each test for examination. The substrates belonging to
films that detonated were significantly bent inwards as shown in Fig. 4.11.

Figure 4.11: Test 32 dent track due to a successful initiation across the gap.

Not surprisingly, upon collection of the substrate belonging for a film
that was shown to not detonate, it was observed that the substrate did not con-
tain any residual PETN nor any significant deformation as shown in Fig. 4.12.
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Therefore the post-test substrate provides a supplementary indication of success-
ful/unsuccessful detonation propagation.

Figure 4.12: Test 38 flat substrate due to a failure to propagate across the gap.

4.2.2 Successful Initiation

Fig. 4.13 shows a successful detonation propagation of a 200 µm-thick
PETN film. As previously mentioned the shock front forms a circular shape. Due
to the detonation of the initial film seizing at the gap, the the distance between the
reaction products and the shock front increases. As the second film is initiated the
reaction products start to catch up to the shock front. This is because the shock
to detonation transition is not instantaneous and takes a finite amount of time for
reaction to build up to detonation.

The normal velocity plot shown, in Fig. 4.14, is for a 200 µm-thick film that
successfully propagated across a 25 µm gap. It shows the decrease in the velocity
of the shock front as the shape becomes circular. The shock front starts to speed
up as the second film is initiated. The point where the shock front starts to speed
up is at approximately 900 µm from the edge of the first film. The width of the gap
is subtracted from this distance to estimate the distance to its steady-state wave
shape. The distance to steady-state wave shape of this test was approximately
875 µm.
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Figure 4.13: Focused shadowgraph images from Test 27 arranged from left to
right then down. Test 27 is a gap test of a 200 µm-thick unconfined PETN film
that successfully initiated the second film across a 25 µm gap.

Figure 4.14: Normal velocity plot of Test 27. The tracked shock fronts from Test
27 were plotted as thin black lines. The black vectors represent vectors that did
not meet the desired shock front matching uncertainty criteria.

The 400 µm-thick PETN films successfully propagated across larger gaps
as shown in Fig. 4.15. The maximum run distance for a 400 µm-thick film is
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greater than the maximum run distance for a 200 µm-thick film. This is because
the run distance is limited by attenuation of the input shock wave at the edges by
rarefactions [1]. Since the width of the films is significantly longer than the thick-
ness, the thickness is the limiting factor for maximum run distance. In thicker
films the rarefactions travel further before attenuating the peak pressure. The
distance to its steady-state shock wave shape in the film shown, in Fig. 4.16,
is approximately 1700 µm after accounting for the gap width. The distance to
steady-state wave shape of this film is nearly double the distance to steady-state
wave shape of the 200 µm-thick film discussed earlier.

Figure 4.15: Schlieren images from Test 53 arranged from left to right then down.
Test 53 is a gap test of a 400 µm-thick unconfined PETN film that successfully
initiated the second film across a 220 µm gap.
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Figure 4.16: Normal velocity plot of Test 53. The tracked shock fronts from Test
53 were plotted as thin black lines. The black vectors represent vectors that did
not meet the desired shock front matching uncertainty criteria.

4.2.3 Failed Initiation

The 70 µm-thick aluminum confined films were very close to the critical
thickness of aluminum confined PETN of this deposition configuration (55 µm),
and thus were not able to propagate across a gap that was separated only by the
surface roughness.

In Fig. 4.17 the upper portion of the shock front looks rough, this portion
of the shock front had not reached steady-state yet as is evident by Fig. 4.18 since
the pre-gap shock front velocity drops significantly as the height above the film
surface increases. For comparison purposes the velocity is steady until about 1.5
mm above the film surface at the vertical plane representing the beginning of the
gap (0 mm from the beginning of the gap).

From the normal velocity plot in Fig. 4.18 it can be seen that the velocity
slows down significantly after a detonation failure across the gap. The decelera-
tion in shock velocity appears to propagate from the lower part of the shock front
up.
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Figure 4.17: Schlieren images from Test 4 arranged from left to right then down.
Test 4 is a gap test of a 70 µm-thick aluminum confined PETN film deposited on
bare aluminum that failed to initiated the second film across a gap separated by
the surface roughness.

Figure 4.18: Normal velocity plot of Test 4. The tracked shock fronts from Test 4
were plotted as thin black lines. The black vectors represent vectors that did not
meet the desired shock front matching uncertainty criteria.

The vertical alignment of the 70 µm-thick PETN film deposited on oxi-
dized aluminum was slightly off between the two films as shown in Fig. 4.19.
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The film failed to propagate across a gap separated only by the films surface
roughness. The film reached steady detonation prior to reaching the gap and
displayed no Mach stem like structures. Downstream of the gap multiple Mach
stems appear ahead of the main shock front. The cause of the Mach stems may
be from a shock reflection on the aluminum surface since the films were not per-
fectly aligned. Fig. 4.20 shows that the velocity of the shock front takes signifi-
cantly longer to slow down. This is likely because the shock tracking algorithm
extracted the front of the Mach stems which seem to decay at a slower rate than
the main shock front, as evidenced by the increasing separation between the main
shock front and the Mach stems in Fig. 4.19.

Figure 4.19: Schlieren images from Test 3 arranged from left to right then down.
Test 3 is a gap test of a 70 µm-thick aluminum confined PETN film that failed to
initiated the second film across a gap separated by the surface roughness.
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Figure 4.20: Normal velocity plot of Test 3. The tracked shock fronts from Test 3
were plotted as thin black lines. The black vectors represent vectors that did not
meet the desired shock front matching uncertainty criteria.

Fig. 4.21 displays the image set for a 200 µm-thick PETN film that failed
to propagate across a 93 µm gap. Previously, in the continuous film test section it
was speculated that the 70 µm-thick films took longer to reach steady-state than
the 200 µm-thick films. This was unconfirmed since the horizontal alignment
was not recorded. However all the gap tests use a 1 cm-long substrate for the
initial film as shown in Fig. 2.2. Fig. 4.22 shows that the 200 µm-thick film’s air
shock reached steady-state before crossing the gap, since the velocity of the pre-
gap shock front is nearly uniform. With this in mind, it can now be conclusively
proven that the 200 µm-thick PETN film reaches steady-state before the 70 µm-
thick aluminum confined PETN films.

The height of the steady-state shock front above the film surface for the
70 µm-thick aluminum confined PETN films deposited on bare and oxidized alu-
minum were 1.5 mm and 1.1 mm, respectively. The steady-state height of the
shock front for the 200 µm thick PETN film is approximately 2.1 mm above the
height of the film. The height of the steady-state shock front may be higher,
but the measurement was limited due to the small field of view used for this
test. From this information it is concluded that the films deposited on bare alu-
minum take less time to reach steady-state than the films deposited on oxidized
aluminum.
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Figure 4.21: Focused shadowgraph images from Test 34 arranged from left to
right then down. Test 34 is a gap test of a 200 µm-thick unconfined PETN film
that failed to initiated the second film across a ∼93 µm gap.

Figure 4.22: Normal velocity plot of Test 34. The tracked shock fronts from Test
34 were plotted as thin black lines. The black vectors represent vectors that did
not meet the desired shock front matching uncertainty criteria.

The images of the 400 µm-thick film failing to propagate across a 200 µm
gap shown, in Fig. 4.23, exhibit a slightly different post-gap shock front shape.
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This shape changes from the circular post-gap shock front shape because the film
is thick enough to drive the shock wave in the horizontal direction faster than
the vertical direction. Fig. 4.24 is evidence of this, since it can clearly be seen
that the shock front travels significantly further before decay than the shock front
generated by thinner films. It can also be seen from Fig. 4.24 that the post-gap
shock front is initially traveling at a higher velocity in the lower portion then
decays faster than the upper portion of the shock front.

Figure 4.23: Schlieren images from Test 52 arranged from left to right then down.
Test 52 is a gap test of a 400 µm-thick unconfined PETN film that failed to initiate
the second film across a 200 µm gap.
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Figure 4.24: Normal velocity plot of Test 52. The tracked shock fronts from Test
52 were plotted as thin black lines. The black vectors represent vectors that did
not meet the desired shock front matching uncertainty criteria.

4.3 Infinite Gap Test

The infinite gap test allows for the visualization of the shock front velocity
decay as it propagates into free air. The axis limits for the infinite gap test are
adjusted slightly from the limits used on the other gap tests. This was to account
for the fact that in the infinite gap tests the end of the film was placed in roughly
the center of the horizontal field of view. Although the axis limits of the infinite
gap test are different than the gap test, the spatial scale remains the same for
direct comparison to the gap tests.

Fig. 4.25 shows the images of an infinite gap test of a 70 µm-thick alu-
minum confined PETN film deposited on bare aluminum. The upper portion
appears to be traveling faster than the lower portion as it starts to catch up in
later time frames. As the shock front propagates into free air, the velocity of the
shock front increases at the end of the film, as can be seen in Fig. 4.26. The accel-
eration doesn’t last long and starts to decelerate shortly after. Fig. 4.26 shows that
the upper is in fact traveling faster than the lower portion in late time frames.
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Figure 4.25: Schlieren images from Test 14 arranged from left to right then down.
Test 14 is a infinite gap test of a 70 µm-thick aluminum confined PETN film de-
posited on bare aluminum.

Figure 4.26: Normal velocity plot of Test 14. The tracked shock fronts from Test
14 were plotted as thin black lines. The black vectors represent vectors that did
not meet the desired shock front matching uncertainty criteria.

The pre-gap shock front produced by the 70 µm-thick aluminum con-
fined PETN film deposited on oxidized aluminum shown, in Fig. 4.27, is much
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smoother than the pre-gap shock front produce by the 70 µm-thick aluminum
confined PETN film deposited on oxidized aluminum shown in Fig. 4.25. It also
appears to be much straighter.

The steady-state velocity of the 70 µm-thick aluminum confined PETN
film deposited on bare aluminum is significantly higher as shown in Table 2.5.
However, the difference in the velocity of the post gap shock front of the film de-
posited on oxidized aluminum is not significantly slower than the film deposited
on bare aluminum. The velocities of the post gap shock front of the two separate
films are surprisingly similar with only a small difference in velocity.

Figure 4.27: Schlieren images from Test 12 arranged from left to right then down.
Test 12 is a infinite gap test of a 70 µm-thick aluminum confined PETN film de-
posited on oxidized aluminum
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Figure 4.28: Normal velocity plot of Test 12. The tracked shock fronts from Test
12 were plotted as thin black lines. The black vectors represent vectors that did
not meet the desired shock front matching uncertainty criteria.

The infinite gap test for a 200 µm-thick film is shown in Fig. 4.29. The
shock front looks significantly different than the 70 µm-thick films shown in Fig.
4.25 and Fig. 4.27. It appears that the 200 µm-thick film drives the shock front in
the horizontal direction more than the 70 µm-thick films.
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Figure 4.29: Focused shadowgraph images from Test 44 arranged from left to
right then down. Test 44 is a infinite gap test of a 200 µm-thick unconfined PETN
film.

The normal velocity plot of a 200 µm-thick infinite gap test is shown in
Fig. 4.30. The velocity at the film height remains high for a substantially longer
distance than the 70 µm-thick aluminum confined films. However, after approx-
imately 1 mm from the beginning of the gap, the velocity drops rapidly. The
velocity of the shock front at the film height is calculated by individually extract-
ing the velocity values along the points shown in the box of Fig. 4.31. The values
are plotted in Fig. 4.32. There is some scatter likely due to the rough shape of the
shock front.

53



Figure 4.30: Normal velocity plot of Test 44. The tracked shock fronts from Test
44 were plotted as thin black lines. The black vectors represent vectors that did
not meet the desired shock front matching uncertainty criteria.

Figure 4.31: Close up section of Fig. 4.30. The vectors inside the black box are
used for the velocity determination in Fig. 4.32
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Figure 4.32: Velocity of the shock front at the film height determined from the
vectors located in the black box of Fig. 4.31
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CHAPTER 5

COMPUTATIONAL RESULTS

The 200 µm-thick unconfined PETN films were modeled with CTH and
computer generated schlieren (CGS) images were created from the density out-
put. After minor adjustments to the model, the films were able to initiate at a
film thickness of 200 µm. The critical gap width was explored, and was found to
be 125 µm. Table 5.1 outlines the results for detonation propagation of the films
simulated.

Table 5.1: CTH test failure table.

Test # Film
Thickness

(µm)

Gap
Width
(µm)

Detonation
Propagation

CTH 1 200 50 Yes
CTH 2 200 100 Yes
CTH 3 200 125 Yes
CTH 4 200 150 No
CTH 5 200 200 No
CTH 6 200 inf N/A

5.1 Continuous Film

The continuous film test was conducted by using early time frames of Test
CTH 2. The shock wave reached its steady-state shape well ahead of the gap
and thus Test CTH 2 provided sufficient steady-state pre-gap frames. Therefore
a discrete continuous film test was not necessary. The uniformity of the pre-gap
velocity results of Test CTH 2 can be seen in the velocity plot in Fig. 5.1. The
continuous film velocity plot in Fig. 5.1 was of a smaller scale and the x and y
axis were both shrunk by a factor of 2 to keep the same aspect ratio as the other
CTH plots. The detonation velocity taken along the top edge of the PETN film in
the horizontal direction is shown in Table 5.2. The velocity is slightly lower than
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the velocity from the experimental shock front measurement and fiber probe lid
measurement.

Figure 5.1: Continuous velocity measurement. Data was extracted from the
steady-state section of Test CTH 2. The inter-frame time between shock fronts
is 10 ns.

Table 5.2: Detonation velocity comparison table.

Test # Film
Thickness

(µm)

Detonation
Velocity (m/s)

Substrate
Material

Measurement

1 70 7450 ± 116 Oxidized
Aluminum

Shock Front

2 70 7910 ± 53 Bare
Aluminum

Shock Front

21 200 7651 ± 197 Polycarbonate Shock Front
22 200 7513 ± 135 Polycarbonate Shock Front

Fiber
Probe 1

200 7536 ± 31 Polycarbonate Fiber Probe Lid

Fiber
Probe 2

200 7391 ± 251 Polycarbonate Fiber Probe Lid

CTH 2 200 7319 ± 88 PMMA Shock Front
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5.2 Gap Tests

Neither the PETN films nor the PMMA substrates are visible in the CGS
images. This is a result of a derivative being performed over density. Since the
density of the PETN is constant, only the vertical edges of the films are high-
lighted. Fig. 5.2 shows a density image from Test CTH 1 for visualization of
where the PETN films lie in the CGS images in this section.

Figure 5.2: Density image for visualization of PETN location.

5.2.1 Successful Initiation

The CGS images look very similar to the experimental images, except for a
less pronounced circular air shock. In the experiments the outward protrusion in
the shock front after the detonation passes the gap is now in the shape of a notch.
A comparison between the outward protrusion and the notch is shown in Fig.
5.3. In the experimental images the air shock produced by the initial film travels
further than the slower moving reaction in the second film. This causes the air
shock from the initial film to form a circular protrusion over the second film. The
second film has a long run distance and by the time detonation occurs, the air
shock from the initial film has traveled further. The detonation of the second film
is much faster than the decaying air shock from the first film. Thus the air shock
produced by the detonation of the second film eventually overtakes the air shock
from the first film and the film returns to its steady-state wave shape.

In the CTH tests, the second film initiates almost immediately without
allowing the air shock from the first film to surpass it. The protrusion does not
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have a chance to form. Therefore the run distance to detonation is significantly
shorter in the CTH tests than the experimental tests.

Outward 
protrusion

Notch

Figure 5.3: Comparison between a schlieren image from a successful propagation
test (Test 46) and a CGS image from a successful propagation test (CTH 1). a) The
schlieren image shows the air shock from the initial film forming an outward pro-
trusion over the second film. b) The CGS image shows the second film initiating
before the air shock from the initial film has a chance to form a protrusion. This
creates a notch in between the two air shocks.

In Fig. 5.4c a protrusion starts to form since the gap width of 100 µm is
larger than the gap width of 50 µm shown in Fig. 5.5. The extra width of the
gap allows for the attenuation in pressure of the incident air shock. This lower
incident pressure requires a longer run distance to initiate the PETN. The run
distance is still relatively short and the protrusion is overtaken by the detonation
of the second film as can be seen in Fig. 5.4d.

59



Figure 5.4: Computer generated schlieren images from a a 100 µm-gap-width gap
test (Test CTH 2). The inter-frame time between images is 20 ns.
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Figure 5.5: Computer generated schlieren image from a a 50 µm-gap gap test
(Test CTH 1). The inter-frame time between images is 20 ns.

The initiation of the second films does occur sooner in the CTH simula-
tions than in the experimental tests. This can be observed in Figs. 5.6 and 5.7.
The distance to a steady-state shock shape in a 50 µm-gap-width gap test shown
in Fig. 5.6 is approximately 70 µm after accounting for the gap width. The dis-
tance to a steady-state shock shape in the 100 µm-gap-width gap test (CTH 2) is
approximately 200 µm. Both of these distances obtained from the CTH simula-
tions are significantly shorter than the 875 µm distance to a steady-state shock
shape found from a 200 µm-thick PETN film with a gap width of 25 µm (Test 26).
The CGS images have an upper region of the shock front that is at a higher veloc-
ity than the rest of the shock front as seen in Fig. 5.6. This is due to the effects of
the initiation structure.
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Figure 5.6: Normal velocity plot of Test CTH 1. The tracked shock fronts from
Test CTH 1 were plotted as thin black lines. The black vectors represent vectors
that did not meet the desired shock front matching uncertainty criteria. The inter-
frame time between shock fronts is 10 ns.

Figure 5.7: Normal velocity plot of Test CTH 2. The tracked shock fronts from
Test CTH 2 were plotted as thin black lines. The black vectors represent vectors
that did not meet the desired shock front matching uncertainty criteria. The inter-
frame time between shock fronts is 10 ns.
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5.2.2 Failed Initiation

The 200 µm-gap-width (CTH 5) resulted in a failure to initiate the second
film. The shock front shown in Fig. 5.8 displays a significant separation between
the lower and upper sections, which results in a notch between the two sections.
As the shock traveled further, the two sections coalesce into one. The lower and
upper sections of the shock front show a small discontinuity in the experimental
images, however, it is to a much lesser extent.

Upper 
Section

Lower 
Section

Figure 5.8: Computer generated schlieren image from a a 200 µm-gap-width gap
test. The inter-frame time between images is 20 ns.
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Figure 5.9: Normal velocity plot of Test CTH 5. The tracked shock fronts from
Test CTH 5 were plotted as thin black lines. The black vectors represent vectors
that did not meet the desired shock front matching uncertainty criteria. The inter-
frame time between shock fronts is 10 ns.

5.2.3 Infinite Gap

The infinite gap test shown in Fig. 5.10 displays significant separation
between the lower and upper portions of the shock front as has been seen in
all the CGS images. The lower portion of the shock front seems to be traveling
at a significantly faster velocity than the lower portion of the shock front in the
experimental test. In the velocity plot shown in Fig. 5.11, the shock front seems to
travel at a similar rate as the experimental images. However, there is a significant
drop in velocity slightly above and below the film surface, that is not seen in the
experimental images.
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Figure 5.10: Computer generated schlieren images from an infinite gap test (Test
CTH 6). The inter-frame time between images is 20 ns.

65



Figure 5.11: Normal velocity plot of Test CTH 6. The tracked shock fronts from
Test CTH 6 were plotted as thin black lines. The black vectors represent vectors
that did not meet the desired shock front matching uncertainty criteria. The inter-
frame time between shock fronts is 10 ns.

The velocity values enclosed in the black box of Fig. 5.12 were extracted
for comparison with experiments. The location of the velocity values is based off
of the center of each vector. These velocity values were compared in Fig. 5.13 to
the velocity values taken using the same method from Test 44. The trend matches
fairly well, with the computational data trend being slightly lower than the trend
of the experimental data. This is expected since the 200 µm-thick CTH PETN
films had a lower detonation velocity than the 200 µm-thick PETN films in the
experiments.
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Figure 5.12: Close up section of Fig. 5.11. The vectors inside the black box are
used for the velocity determination in Fig. 5.13

.

Figure 5.13: Comparison of velocity normal to the end of the film in Test 44 and
Test CTH 6.
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5.2.4 Distance to Steady-State Wave Shape

The distance to the steady-state wave shape discussed in Chapter 2 is ex-
plored further here. The detonation within the film can be seen in CGS images
with a simple histogram shift. Figure 5.14 shows the evolution of the detonation
as it catches up to the air shock to reach its steady-state wave shape. At time
t=0 the film has already been initiated and the detonation is starting to propagate
outward. 11 nanoseconds later (t=11) the detonation emerges from the film sur-
face. The detonation is significantly behind the air shock. 7 nanoseconds after the
detonation emerges from the film surface (t=18), the detonation catches up with
the air shock from the initial film.

There was only a 18 nanosecond delay from the approximate initiation
point to when the shock front reached its steady-state wave shape. However,
in the experimental images the run distance is significantly longer, allowing the
initial air shock to travel a significant amount of distance before the detonation
catches up.
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Figure 5.14: Evolution from the detonation formation within the explosive to the
time it reaches its steady-state wave shape. The images were taken from Test
CTH 3. a) Density image to visualize the location of the PETN film at t=0. b) The
air shock from the initial film forms over the second film. The film is initiated
and the detonation is making its way toward the edges of the film, t=0 ns. c) The
detonation shock emerges from the edge of the film. The air shock is significantly
ahead of the detonation, t=11 ns. d) The detonation catches up with the air shock.
This is the point where the shock reaches its steady-state wave shape, t=18 ns.
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CHAPTER 6

CONCLUSION

Experiments and computations were performed to visualize PETN films
detonating across microcracks. The microcracks were found to have a significant
effect on films that were close to their critical thickness. This was determined by
the failure of detonation to propagate across abutment gaps in films close to their
critical thickness. The cracks had a lesser effect on films well above their critical
thickness as was evidenced by their relatively large critical gap widths. The un-
confined films had a critical gap width that appears to scale with thickness. The
400 µm-thick PETN films had a critical gap width of 180 µm which is approxi-
mately double the 80 µm critical gap width belonging to the 200 µm-thick PETN
films.

Refractive imaging was used to determine detonation propagation/failure
across the gaps. In addition to this binary output, the detonation velocity as well
as shock wave velocity were extracted using image processing methods. The im-
age processing methods allowed for the extraction of the spatial location along
the shock front. The knowledge of the spatial location along the shock front al-
lows for the velocity to be calculated across the entire shock front. With the im-
plementation of the normal velocity calculations the velocity was calculated at
several discrete locations in the direction of flow. The normal velocity plots al-
lowed for a quantitative determination of the steady-state regions of the shock
front.

The refractive imaging along with the normal velocity plots revealed that
the gaps cause a significant disruption in the shape of the wave. The gaps al-
low the air shock from the initial film to travel a significant distance before the
detonation front catches up.

The shock front produced by the 70 µm-thick aluminum confined films
started out with a very non-uniform shape. The non-uniformity was likely caused
by porosity, that was able to have a significant effect due to the extremely thin
thickness of the films. The non-uniformity in the shock front eventually evolved
into a uniform shape as the detonation traveled along the film. It was determined
that the 70 µm-thick aluminum confined films take longer to reach their steady
shape than the 200 µm-thick unconfined PETN films as determined by the height
of the steady-state velocity at the end of the initial film.

The CTH simulations matched the experiments fairly well. The critical
gap with for a 200 µm-thick PETN film in the simulations was found to be 125
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µm, which was higher than the 80 µm-gap-width found in the experiments at
the same film thickness. Although the critical gap width was higher in the sim-
ulations, the simulation provided reasonable results with only minor alterations
to the solid phase equation of state and burn rate model. The computer gener-
ated schlieren (CGS) images allowed for visualization of the detonation within
the explosive, which was not possible with the use of refractive imaging in the
experiments. This new capability allowed for the the determination of the time
it takes for the shock front to reach its steady-state wave shape after detonation.
The distance to a steady-state wave shape in the simulations was significantly
shorter than the experiments. Although the distance to a steady-state wave shape
is shorter than the experiments, it is by no means instantaneous. In the simula-
tions it took approximately 18 nanoseconds to reach the steady-state wave shape.
As a result of the quicker initiation time in the simulations, the shock front did
not form an outward protrusion in the successful detonation propagation gap
tests. Instead a notch was formed between the air shock of the first film and the
air shock of the second film.

The air shock infinite gap test simulation displayed a similar shape to the
experiments. The velocity at the film height compared favorably between the
simulation and the experiments. Surprisingly above and below the film height,
the velocity of the air shock showed significant velocity attenuation, that was not
present in the experiments.

Each PETN film used here was deposited on a polycarbonate substrate,
some of which used a 1 µm-thick aluminum layer between the polycarbonate
substrate and the PETN. The effect of the shock impedance of the substrate was
not explored. The shock impedance of the one sided confinement used here could
affect the detonation properties including the critical gap width.

6.1 Future Research

The microcracks were found to have a significant effect on the perfor-
mance of the films. In use of explosive that may contain microcracks, the en-
gineer should be wary of potential effects the microcracks can have beyond the
detonation failure across gaps that was explored here. The work here explored
single microcracks, however, in an explosive with several microcracks, the deto-
nation time of arrival may be significantly delayed. This would occur since the
build up to reaction that occurs after a crack, would happen several times, thus
introducing latency.

It has been found here that as the detonation reaches a crack the air shock
travels along the second film unsupported. As the air shock travels along the
second film the detonation is building up and thus moving at a slower speed. In
an explosive system, the unsupported air shock from the initial film may arrive
at the intended acceptor explosive before the detonation front. Since the unsup-
ported air shock is attenuating, the pressure of the air shock may not be enough
to initiate the acceptor explosive. This could then cause the acceptor explosive to
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become inert in the locations the shock passes through creating dead zones [74].
In the case where the stronger air shock produced by the detonation reaches the
acceptor explosive after the unsupported air shock, the acceptor explosive would
not be able to initiate until the shock from the supported detonation reaches the
unsupported air shock from the initial film. If this distance is long enough, it
could render the supported shock from the detonation too weak to initiate the
the acceptor explosive.
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