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Abstract

This paper will introduce the topics related to, and research done on several aspects of, blast loading of porous structures. This paper will also report the findings of a blast load study on a bio-inspired porous structure, along with further testing results from Split Hopkinson Bar testing, analytical modeling, and computer modeling of the structure.

The blast loading tests were performed at the Energetic Materials Research and Testing Center (EMRTC) in conjunction with New Mexico Institute of Mining and Technology’s (NMT) Mechanical Engineering Department to characterize an engineered porous structure under blast loading. The structure was subjected to impulsive loads of varying magnitudes produced by the detonation of one-pound hemispheres of C-4. Variables considered in this experiment included the geometry of the structure, the material makeup of the structure, dynamic characteristics of the structure, and the magnitude of the air blast due to varying standoff distances. Experimental data including acceleration, reflected pressure, and structural deflection were collected in the field at EMRTC using accelerometers, pressure gauges, and digital high-speed cameras.
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1. Introduction

1.1 Bio-Inspired Structures

Biological concepts have become sources of inspiration for those wanting to create new, or improve upon the existing. The evolutionary “strategy” [1] that has created structures such as bone, wood, and even flower stems has created them so that they are uniquely adapted and extraordinarily engineered for multifunctions.

“Billions of years of evolution have given mankind a wide variety of biological solutions to materials problems. The challenge lies in identifying relevant defense applications and understanding and manipulating the biological systems to solve them. It must be borne in mind, however, that the actual use of biological materials that mimic biological systems lags far behind our enthusiasm for them. With a few notable exceptions, these bimolecular materials remain the materials of the future: despite an extraordinary rate of progress in the field, they are likely to be materials of the future for a number of years.” [1]

Bio-inspired structures have been, and continue to be, utilized in industry, everyday life, and even military applications.

“Mankind has been using biological materials for defense purposes for millennia: wooden staffs for spears or axe handles, vines for ropes, snake venom or plant extracts for biological weapons, shaped bone
Using biological structures to inspire new structures based on physical properties or phenomena or to actually implement them into a structure to utilize those desired properties has proven to be a challenging task. Yet, successfully implemented into a design, and used for idea forming for possible new and better structural designs and materials, bio-inspired structures and materials have helped mankind to quicken the development of better and more useful designs and structures. Some examples of successful implementation of bio-inspired structures include helmets, skull bone inspired, swaying of skyscrapers to prevent failure of the building due to winds, tall tree inspired, and even sensor arrays used in structural health monitoring and nondestructive evaluation, nervous system inspired. [3]

1.2 Bone Structure
The dynamic load carrying capabilities of skull bone was the inspiration for this thesis project. Skull bone is comprised of 70% collagen [4]. This is the hard outer layer of the bone. The inner layer of bone is composed of marrow and blood. The marrow is a porous sponge like material that is interwoven in the cancellous structure of bone. [5]

“Bone is a relatively hard and lightweight composite material, formed mostly of calcium phosphate in the chemical arrangement termed..."
calcium hydroxyapatite. It has relatively high compressive strength but poor tensile strength. While bone is essentially brittle, it does have a degree of significant elasticity contributed by its organic components (chiefly collagen). Bone has an internal mesh-like structure, the density of which may vary at different points.

Bone can be either compact or cancellous (spongy). Cortical (outer layer) bone is compact; the two terms are often used interchangeably. Cortical bone accounts for 80% of the total bone mass of the adult skeleton. Because of its high density it accounts for approximately 10% of the total surface area. Cancellous bone is trabecular (has an open, meshwork or sponge-like structure). It has a relatively high surface area (about 10 times that of cortical bone) and it accounts for approximately 20% of the total bone mass.” [5]

Some pertinent characteristics of skull bone are that:

- Cancellous bone is functionally graded, open-celled, and rod-like where stresses are low, and it changes to an approximately shell-like structure at points of higher stress.

- Cancellous bone structure is a piezoelectric material that has been suggested to be responsible for stress-induced growth in its material structure. This means that it is adaptive to its environment. [6]
Bone is comprised of ~25% fluid and the remaining 75% contains organic and mineral components. It has been demonstrated that significant dampening caused by fluid flow occurs only above 1 MHz frequencies of mechanical loading, and that below 1 MHz the pore fluid pressures required for dampening through mechanical transduction are extremely low. Transduction is the process of converting one type of energy into another. In this case the vibration energy is converted to pressure and strain energy in the material. [5] It has been demonstrated that skull bone has significant impact and sound dampening characteristics from 0.2 – 2 MHz frequencies. This is said to be due to the reflective characteristic of the outer shell and the dampening characteristic of the organic, porous, pressurized, fluid filled structure of the inside bone. This phenomenon has inspired a great deal of different materials that try to mimic skull bone. [6,7,8]

Bovine bone is one of the closest bone structures to human bone. Vibration tests have been conducted on bovine bone, and it has been determined that the bone exhibits vibration dampening characteristics at frequencies over 1 MHz. [9] This is with the outer and inner bone together.

1.3 Porous Media

Stress-strain behavior of many artificial cellular materials (foams) used in energy absorption products like impact limiter in packaging and crush padding are similar to bone characteristics. Foams are typically formed by generating bubbles in a liquid medium. After nucleation the bubbles grow and pack together. When bubbles make contact with each other, a flat surface defines the boundary between two neighboring
bubbles. The bubbles then become polyhedral cells. At some point the liquid solidifies and the result is a cellular solid or foam. If the faces of polyhedral remain intact it is closed-cell foam. If the cell walls are broken, only the cell edges remain intact and the resulting structure is referred to as open-cell foam. Figure 1 (a) shows a 2-D natural structure and (b) an artificial 3-D open celled foam structure.

Relative density of cellular solid (ratio of density of cellular material to density of the solid from which the cell walls are made), can be as low as 0.001. Almost any material can be foamed. Polymers, of course, are the most common.

<table>
<thead>
<tr>
<th>Density (kg/m$^3$)</th>
<th>Conductivity(W/mK)</th>
<th>Young’s Modulus</th>
<th>Strength (MN/m$^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Solid, ~ $10^4$</td>
<td>Solid, ~ $10^2$</td>
<td>Solid, ~ $10^6$</td>
<td>Solid, ~ $10^4$</td>
</tr>
<tr>
<td>Foam, ~ 1</td>
<td>Foam, ~ $10^2$</td>
<td>Foam, ~ $10^3$</td>
<td>Foam, ~ $10^2$</td>
</tr>
</tbody>
</table>

Figure 2: Variation of properties due tofoaming (16)
Cellular solids have various other characteristics. They have high damping characteristics. They are used as impact limiter. They have useful electrical properties. The attenuation of electromagnetic waves, for instance, depends on the dielectric loss in the medium through which they travel. Natural structures are very complex in their morphology.

Foam materials are used in several applications for their energy absorptive properties. Packaging materials such as polystyrene, polyurethane and polyethylene are used as packaging materials for a few reasons. Some of these reasons include the low density of foam materials, which means that the package can be protected without adding a large amount of mass. This in turn reduces shipping cost while protecting the package. Foams are also relatively easy to mold and therefore packages can be molded into the foam to give added impact absorption. The energy absorptive property of these foams comes from their ability to have high compression (~0.7 strain) at an almost constant stress. This means that a large amount of energy can be absorbed without generating high stresses. The same principles have been used in aircraft to reduce weight and relieve stresses in the shell of the plane. Adding fibers and honeycomb structures also give the material a high specific bending stiffness and strength without added weight. These materials are also used in car seats, couches, and chairs not only for their compressive and energy absorption capabilities but also because when the load is let off of the foam, the foam regains its original shape. Polyurethane foam is one prime example of this because it has a quick recovery “rubbery” type property that allows for large compression without permanent displacements.
These porous media can be said to be bio-inspired materials. Foams have been used in products such as helmets, carpet cushioning, and car seats because of their energy absorption and impact resilience. Helmets, especially, are inspired by bone, skull bone to be precise.

![Figure 3: Comparing Skull bone and helmet cross-sections](image)

A helmet is an added “skull” used to protect the user’s brain from shock, impact, and severe injury. The foam coupled with the hard outer shell makes for a high strength energy absorptive material. Foams can also be used for blast load absorption and protection. Many different foam materials are used in structures for their light weight, sound dampening, insulating, and impact resistant qualities. Such applications include sandwich paneling on commercial aircraft [10]. Different porous media have different general material properties as shown in figure 2.

Studies have been conducted using polyurethane foam spray on masonry walls for protection against blast loading [11, 12]. Foams used as cladding between structures or sandwiched between rigid plates for building protection against explosions have also
been studied [12-21]. Even ordnance storage facilities have used the energy absorption properties of foams [22]. An SEM picture of metal coated polyurethane foam is given in the figure 4.

![SEM of a Metal Foam (RECEMAT); Over 95% cavities;](image)

Polyurethane foam is often created by adding small amounts of blowing agents, volatile substance, to the polyurethane reaction mixture. The most common way to produce foams is to add water to one of the liquid precursors of polyurethane prior to mixing them together. This reacts with a portion of the isocyanate, a functional group in polyurethane –N=C=O (1 nitrogen, 1 carbon, 1 oxygen), generating carbon dioxide bubbles in the liquid. These bubbles and the liquid polyurethane then harden to form a solid foam structure. [23]
There are two main structures of foam. One structure is formed when the foam bubbles remain closed, and the gas forms closed cell cavities within the foam structure. The other structure being when the foam has mostly open cells (bubbles), resulting after a critical stage in the foam-making process. For foam to be flexible the cells are required to be of the open structure. [23]

For a given porous media, the fluid flow of a viscous fluid can contribute to the energy absorption and dissipation capacity of the material. Allowing the energy of loading to be converted to the energy required to initiate and keep fluid flow dynamic energy is dissipated by means of the small area of the flow passage and the viscosity of the fluid. [24, 25, 26] As pressures differ in an elastic media the fluid pressure can also dissipate energy through deformation of the media that the fluid flows through. One other energy absorption factor comes from frictional losses between the fluid and the porous/fibrous media/structure. [27]

The viscous flow through a media can also contribute to the strength of an elastic media. This can be seen in Darcy’s law [28] [29]:

\[ q = - \frac{k}{\mu} \nabla p \text{ (Flow)} \quad (eq. 1) \]

where \( q \) (or \( q \) with a bar on top) is the flow velocity, \( \mu \) the dynamic viscosity of the fluid, \( \kappa \) is a unit area of permeability, and \( p \) the fluid pressure [28]
\[ \sigma_s = \frac{C\mu \varepsilon^*}{1 - \varepsilon} \left( \frac{L}{l} \right)^2 \]  
(eq. 2)

Where \( \sigma_s \) is the contribution of a viscous pore fluid to the strength; \( C \) is the constant of proportionality; \( \mu \) is the viscosity of the fluid; \( \varepsilon^* \) is the strain-rate; \( \varepsilon \) is the strain; \( L \) is the length of a block of foam; and \( l \) is the cell-edge length [6].

As for relating the permeability, \( k \), of a porous media to the relevant structural characteristics the Kozeny-Carman equation is one the most widely used models.

\[ k = \frac{1}{c \tau^2 S_o^2 (1 - \phi)^2} \]  
(eq. 3)

Where \( \phi \) is the porosity, \( S_o \) the specific surface area, (i.e. pore-surface area in a unit volume of the solid material), \( \tau \) the tortuosity (i.e. the ratio of the average length of the flow paths to the thickness of the sample), and \( c \) the dimensionless Kozeny’s constant [28].

Quick recovery polyurethane foam (PU) was used to simulate the cancellous trabecular structure in bone for the current tests. This foam is open celled, which is useful for the introduction of a fluid into the pores of the foam. This helps more closely to mimic the fluid structure interaction in bone. The foam is also elastic with a quick recovery
characteristic, which adds to the energy dissipation in the foam while allowing for rapid recovery to the original shape after loading. The foam used is a:

- non-adhesive backed, half-inch thick foam.
- The foam has a firmness rating of 4 (at ambient conditions, it takes approximately 4 psi to indent the sample a distance of 25% of its original thickness).
- a density of 15lb/ft$^3$.
- a tensile strength of 40 psi.
- 4-8 psi is required to compress the foam by 25% depending on environmental conditions [30].

1.4 Modeling

Modeling of a foam system can pose quite a challenge. Mathematical, analytical, and numerical models of different porous media and plate structures can be looked at to decide how best to approach this problem.

For a basic model of a foam structure a cubic cell with a series of beams, shown figure 5 [31], joining with other cells at the center of the beams can be used, but this model inherently has geometrical limitations and can cause errors.
A trabecular structure is often used to model porous media. A cubic cell uses a series of square beams loaded in the center, while the trabecular structure uses circular beams loaded at the corners of the cell. In cancellous bone, and most foam, circular beams are most common.

This model works under the condition that the material has limited elasticity and is an ideal material. Different finite element meshing was studied in detail by Ulrich, D., Van Rietbergen, B., Weinans, H., and Ruegsegger, P. [32] in order to understand and more closely model the characteristics of cancellous bone. Shown below in figure 6 are two meshes that most closely matched with previous experimental investigation.

![Cube Beam Structure for Foam Pores](image)

**Figure 5**: Cube Beam Structure for Foam Pores.

**Hexahedral element**  **Tetrahedral element**

**Figure 6**: Hexahedral and tetrahedral elements
Lee and Lakes [32] demonstrated that both the elements, hexahedral and tetrahedral, validate bone compression tests. Both meshing styles closely described experimental results depending on the type and structure of the bone being studied. For these meshing styles to match closely with experimental data the meshing resolution had to be at least 84μm. A meshing size of 168μm yielded results that differed greatly from experimental results in stresses and Young’s Modulus of the cancellous bone.

PU foam has been determined to have nonlinear and viscoelastic properties. Three widely used finite element models of this foam structure include bubbles with viscoelastic shells, 3D honeycomb with tetrakaidecahedron (Kelvin cell), and a combination of the two allowing the bubble structure to expand to the honeycomb structure. [33]

Most properties of foams depend on their relative densities [34]. For an open celled foam;

\[
\frac{\rho^*}{\rho_s} = C_2 \left( \frac{t}{l} \right)^2 \left( 1 - D_4 \frac{t}{l} \right)
\]

(eq. 4)

Where \(C_2\) is a foam’s constant dependent on cell geometry, \(t\) is the cell wall thickness, \(l\) is the edge length of the cell, \(\rho_s\) is the density of the solid portion of the foam, \(\rho^*\) is the equivalent density of the foam, and \(D_4\) is a correction factor which can be ignored if the relative density is less than 0.2. [31]
Many properties of foams also depend on the mean cell diameter in the material.

\[
\bar{L}_1 = \frac{1.5}{N_c} \quad \text{(eq. 5)}
\]

Where \( L_1 \) is the mean cell diameter, and \( N_c \) is the number of cells per unit length (usually measurements taken in microscopes). [31]

The anisotropy of a foam material can be derived by determining \( L_1, L_2, L_3 \) (the x, y, and z lengths) in the above method. Another way to determine this anisotropy of the material is to use the mean intercept length in the principle directions. This can also be used in place of the dispersion of cell sizes in the material as such a value can be quite difficult to obtain depending on the cell size. The basic concept of \( H \), the mean intercept length from the center of a pore to its boundaries, is shown in matrix form below. The anisotropy of the pores can affect the modulus of the foam in the x, y, and z directions.

Looking more towards the macro mechanical behavior of an elastic porous structure it should be taken into consideration that most “elastic cellular polymers are foam rubbers.” [35] In a porous material a very important mechanical characteristic is its relative Young’s modulus:

\[
\frac{E_f}{E} \quad \text{(eq. 6)}
\]
Where $E$ is the Young’s modulus of the solid phase and $E_f$ is the effective Young’s modulus of the porous material. [34] The modulus of the solid phase can be estimated as follows for small strains.

$$E_s = \frac{3 \rho_s RT}{M_e} \quad \text{(eq. 7)}$$

Where $\rho_s$ is the density of the solid phase, $R$ is the relative gas constant of the gas surrounding the material, $T$ is the temperature, and $M_e$ is the average molecular weight between cross links. [36]

When looking at the modulus of a polymer one can see in the figure below that the modulus can change significantly depending on the loading time or rate.

![Figure 7: Modulus vs. Stress Time to Failure.](image-url)
For an elastic porous material it has been determined that the use of small cubic cells of random orientation with at least four strut structures inside is the best at estimating strut end forces and structure displacement (figure 5). This relates $q$, $\varphi$ (volume fraction of the solid phase in the porous material), $\nu$ Poisson’s ratio, $E$, and $E_f$ as follows [36]:

$$E_f = \frac{24E}{q_1[28q_1 + 16(1 + \nu)q + 64q^3]}$$

$$\varphi = \frac{\sqrt{3}q + \frac{1}{6}\sqrt{2}}{8\sqrt[3]{3(q + \frac{1}{2}\sqrt{6})^3}} \quad \text{(eq. 8-10)}$$

$$q_1 = q + \frac{1}{2\sqrt{6}}$$

This model has yielded close values to experimental observations in elastic porous materials at an approximate volume fraction of 0.1. [35]

Using the volume strain, $\Theta$, relation with the critical buckling force relation, $F_{cr}$, and the Poisson ratio of the porous material, $\nu_f$, the critical strain, $\varepsilon_{cr}$, can be determined at the point of critical buckling [35].
\[ \Theta = -0.08t \]

\[ F_{CR} = \frac{\pi^2 EJ}{4L^2} \]

(eq. 11-14)

\[ \Theta_{CR} = \frac{\pi^2}{72} \]

\[ \varepsilon_{CR} = \frac{\Theta_{CR}}{1 - 2\nu_f} \]

Where \( L \) is the length of the struts, and \( J \) is the second moment of area of its transverse cross section about the x axis.

![Second Moment of Area](image)

Figure 8: Second Moment of Area

The critical strain is one of the most important basic characteristics of a porous material. [35] The critical strain, \( \varepsilon_{cr} \) is important until the critical strain is reached and the material behaves in a linear fashion. After the critical strain has been reached, the materials modulus decreases at a rapid rate. If the material has not failed, once the load has been taken off the materials modulus increases again rapidly until the critical strain is reached and the material again follows the relative modulus to the original unstrained state. [23]
Three different approaches have often been used to attempt modeling the elastic along with the visco-elastic characteristics of foams.

1) One method focuses on the macroscopic response of the foam while making assumptions about the microstructure characteristics of the cellular solid. This method has the inherent issue of assuming and not calculating the microstructure characteristics and taking them into account. [37]

2) The second method commonly used assumes that the foam is a rubbery continuum. This solely focuses on the macro-mechanical behavior of the structure while not taking the porous characteristic of the material. This method neither considers micromechanical characteristics nor carries room for different cellular material characteristics that can change and affect the macro-mechanical characteristics differently in different materials. [37]
3) The third approach is phenomenological. This approach takes experimental data and uses that data to derive a model of the material. With this approach, prediction of individual loading situations can be useful. It does not, however, show anything about different loading situations or give a predictive model for other types of foam structures.

The Ogden Model [37] has been used to improve the estimation techniques used in determining the mechanical characteristics of elastic and viscoelastic foams. This model has given very close values to the experimental values.

\[ \psi = \sum_{i=1}^{L} \mu_i \left( \lambda_i^{y_i} + \lambda_2^{y_2} + \lambda_3^{y_3} - 3 \right) + \tilde{\psi}(J) \]

\[ P_i = \frac{\partial \psi}{\partial \lambda_i}, \quad i = 1, 2, 3 \] (eq. 15-17)

\[ F_O = P_i h_i h_3 = \frac{1}{\varepsilon + 1} \sum_{i=1}^{L} \mu_i [(\varepsilon + 1)^{y_i} - 1] + \int_0^t \sum_{n=1}^{N} a_n e^{-a_n(t-\tau)} \varepsilon(\tau) d\tau \]

Where \( \mu_i = h_i h_3 y_i \) is the strain energy, \( \lambda_i \) are principal stresses, \( \mu_i \) and \( y_i \) are the fitted parameters, \( \varepsilon \) is the strain, \( J = \lambda_1 \lambda_2 \lambda_3 \), and \( P_i \) is the first Piola-Kirchhoff stress.

A series of steps have been developed to identify some important variables used in Ogden’s Model. Ogden’s Model takes into account both the elastic and visco-elastic characteristics of the porous material in question.
While this model has proven to have very close results to experimental data at the Ray W. Gerrick Laboratories in conjunction with the School of Mechanical Engineering at Purdue University, it has been shown that the iterative process is very slow. Even with good initial assumptions 1000 to 3000 iterations are required to achieve convergence. [37]

Based on the Ogden strain-energy function the elastic and visco-elastic stresses have been derived as follows in terms of engineering strain. The terms are the same as in equations 15-17 [formatting should be same of eq or equation].

\[
\sigma \varepsilon = \frac{1}{1 + \varepsilon} \sum_{k=1}^{K} \mu_k [(1 + \gamma \varepsilon)^{\gamma_k} - 1]
\]

(eq. 18-19)

\[
\sigma \varepsilon = \int_0^L \sum_{i=1}^L a_i e^{-a_i (\tau - \tau')} \varepsilon(\tau) d\tau - \sum_{i=1}^L \frac{a_i}{\alpha_i} \varepsilon
\]

where the bulk modulus \( K \) and the thermal conductivity \( \alpha_i \) have been taken into consideration.

Since the foam pore geometry is not perfect in shape, and the model assumes that they are, an additional \( \varepsilon_o \) has to be added to the strain term to shift the strain axis to accommodate for this. This can only be seen while comparing calculated values to experimental data. The issue with this model and estimation is that it has only been tested at exceedingly slower strain rates than those seen under blast loading. [38]
Another factor that can be taken into consideration using FEA to analyze such a structure is that the cell or pore structure inside the material can have a significant effect on the results. The factors $\mu$ and $\gamma$ in the Ogden model have been shown to be significantly altered depending on the foam microstructure chosen. [40] The model provides a good description of the uniaxial compression of a two-dimensional Voronoi honeycomb structures, also honeycomb structures with convex hulls [41], and boundaries that make up the smallest polygon that defines the exterior of a set of points defining a pore [41]. This model only gives good results up to 10% strain.

A previous attempt was made to model the polyurethane foam using FEA techniques by Nick Spinhirne, a graduate student at New Mexico Tech. This was done using compression test data from the foam manufactures’ loaded into an ANSYS finite element program. Using a unit cell (pore) of $p \times p \times p$ ($p =$ pore side length) the volume can be considered unity so that the porosity is $p^3$. The polynomial form hyper-elastic material model was used to limit the number of coefficients needed in the model with more accuracy than a Blatz-Ko foam model at relatively large strains. The Blatz-Ko strain energy density function is useful for modeling compressible polyurethane foam type rubbers. The form of strain energy potential for the Blatz-Ko model is:

$$W = \frac{\mu}{2} \left( \frac{I_2}{I_3} + 2\sqrt{I_3} - 5 \right) \quad \text{(eq. 20)}$$
Where $\mu$ is the initial shear modulus of the material and $I$ is the moment of inertia in the principle directions. The initial bulk modulus of the material is defined below.

\[ k = \frac{5}{3} \mu \quad \text{(eq. 21)} \]

A structure type Solid 187 (tetrahedral solid), shown below, was used in ANSYS due to its ability to model visco-elastic behavior of a material under deformation conditions.

![Figure 10: ANSYS Solid 187 tetrahedral solid](image)

The strain energy potential in this model is defined by:

\[
W = \sum_{i+j=1}^{N} c_{ij} (\bar{I}_1 - 3)^i + \sum_{k=1}^{N} \frac{1}{d_k} (J - 1)^{2k} \quad \text{(eq. 22)}
\]

“where $I_1$ “(bar)” and $I_2$ “(bar)” are the first and second deviatoric strain invariants, $J$ is the determinant of the elastic deformation gradient $F$, and $N$, $c_{ij}$, and $d$ are material constants” [42]
This model still needs refinement in areas such as element size and number. Spinhirne used a smaller mesh size than the initial model and produced better but still incorrect results. It was theorized that the use of an even smaller mesh might correct the error, but no adequate computer was located to attempt this.[42]

Different mathematical models have been presented to calculate the effective elastic properties of porous materials. One such model is the composite sphere model (CSM).

\[
\frac{K_*}{K_o} = \frac{2(1 - 2\nu_o)(1 - \phi)}{2(1 - 2\nu_o) + (1 + \nu_o)\phi}
\]

\[
\frac{E_*}{E_o} = \frac{(1 - \phi)^2}{1 + (2 - 3\nu_o)\phi}
\] (eq. 23-25)

\[
\frac{\mu_*}{\mu_o} = \frac{4(1 + \nu_o)(1 - \phi)^2}{4(1 + \nu_o) + (11 - 19\nu_o)\phi}
\]

\(K_*/K_o\) is the effective elastic modulus, \(E_*/E_o\) is the effective Young’s modulus, \(\mu_*/\mu_o\) is the effective sheer modulus, and \(\phi\) is the porosity of the material. The composite sphere model matches close to experimental data but tends to be increasingly higher as the porosity increases. [43]

R. W. Zimmerman came up with these equations for the elastic moduli.
\[
\frac{K_s}{K_o} = \frac{2(1 - 2\nu_o)\frac{\mu_s}{\mu_o}}{(1 + \nu_o) = (1 - 5\nu_o)(\frac{\mu_s}{\mu_o})^3}
\]

(eq. 26-27)

\[
\frac{\mu_s}{\mu_o} = \frac{(1 - \phi)^2}{3(1 - \nu_o)} \left[2(1 - \nu_o) + (1 - 5\nu_o)(\frac{\mu_s}{\mu_o})^3 \right]^{\frac{1}{3}}
\]

The Zimmerman model matches even closer to experimental data for the modulus of visco-elastic materials but tends to be slightly low and adjustments are usually made if necessary.


\[
\frac{K_s}{K_o} = \frac{2(1 - 2\nu_o)(1 - \phi)}{2(1 - 2\nu_o) + (1 + \nu_o)\phi}
\]

\[
\frac{\mu_s}{\mu_o} = \frac{(7 - 5\nu_o)(1 - \phi)}{7 - 5\nu_o + 2(4 - 5\nu_o)\phi}
\]

(eq. 28-30)

\[
\frac{E_s}{E_o} = \frac{2(7 - 5\nu_o)(1 - \phi)}{2(7 - 5\nu_o) + (1 + \nu_o)(13 - 15\nu_o)\phi}
\]

These equations become much longer if inter-pore interaction is taken into consideration.[44]
Taking impact, bending, and the foam being a strain rate dependent material into consideration the following equations have been used in structural impact dynamics to describe an elastic/plastic material under impulsive loading situations. [44]

\[
\frac{\& \dot{\varepsilon}}{\varepsilon} = D \left( \frac{\sigma'_o - \sigma(\varepsilon)}{\sigma_o} \right)^q
\]

or

\[
\frac{\& \dot{\varepsilon}}{\varepsilon} = D \left( \frac{\sigma'_o}{\sigma(\varepsilon)} - 1 \right)^q \quad \text{(eq. 31-33)}
\]

with

\[
\frac{\& \dot{\varepsilon}}{\varepsilon} = \frac{\& \sigma}{\sigma}
\]

Where \( \sigma'_o \) is the dynamic flow stress, \( \dot{\varepsilon} \) is the uniaxial plastic strain rate, D and q are constants for the material, and \( \sigma_o \) is the associated static flow stress. [44]

One important note to take into consideration is that the pressure pulse, blast wave, does not just affect the front of the plate being tested. It also wraps around the sample and has a pressure affect on the back of the sample. This has been studied by modeling plate structures using FEA and comparing the results to experimental data. [45]

This leads to trying to distribute the pressure on the faces of the model to simulate an actual blast loading of thin structure.

The main deformation mechanism for open celled foams is through cell face bending. An example for elastic open cell polyurethane foam can be seen below [31]:
Figure 11: Compressive Stress vs. Strain Curve for Open Cell Polyurethane Foam. [31]

This increases the stiffness of the foam under tension and/or compression. $E$, $G$ (sheer modulus), and $v$ all have relations to solid modulus and densities of the foam material before foaming [31].

\[
\frac{E^*}{E_s} = \left( \frac{\rho^*}{\rho_s} \right)^2
\]

\[
\frac{G^*}{E_s} = 3 \left( \frac{\rho^*}{\rho_s} \right)^2
\]  
(eq. 34-36)

\[
v^* = \frac{1}{3} \; \text{(approximately)}
\]

Under pure hydrostatic loading there becomes a linear dependence on the bulk modulus, $K$, of the material. This shows a change in dependence when fluid is added to the system.

\[
\frac{K^*}{E_s} = \frac{1}{9} \left( \frac{\rho^*}{\rho_s} \right)
\]  
(eq. 37)
With cells that contain fluid in foam the permeability, \( K \), of the foam comes into play. This can help strengthen the foam material with added mass and viscosity from the fluid. [46]

\[
K = 0.4 \left(1 - \frac{\rho^*}{\rho_s}\right)^{\frac{3}{2}} d^2 \quad \text{(eq. 38)}
\]

Where \( d \) is the average cell diameter in the foam. This adds to the strength of the material through equation 2.

Where \( C \) is the combined constant of proportionality, \( \mu \) is the fluid viscosity, \( L \) is the length of the sample, and \( l \) is the average side length of the cells.

1.5 Energy Absorption

The main idea behind impulse energy absorption is to construct a structure that can dissipate the energy through the means of deformation or energy dispersion. A widely used method is deformation of a material to absorb more energy from impact. This is used in structures as simple as guard rails on highways. To allow for added deformation before failure creates a situation where a substantial increase in impact energy absorption can be achieved.

Using deformation in the middle layer of sandwich plates is a relatively new technique in blast protection. Three types of middle layer structures are commonly used: pyramidal
truss, square honeycomb, and folded/corrugated plate. [47] Again, increasing the deformation allowable in these structures vastly increases their impulsive loading energy absorption before failure.

Another factor to look at is that the sound speed in air is much slower than the sound speed in a fluid. This is due to the fact that a fluid is much denser than air. This denseness is added mass for a wave to push. Studies have shown that the momentum transfer in air from a blast load is 2-3 times higher than the momentum transfer in water because of its greater density. Theoretically this would mean that if the middle layer of a sandwich structure was filled with water the back plate of the structure would see approximately 1/3rd of the impulsive loading that is would see if the structure was filled with air, decreasing as the structure is compressed. [47]

Since water decreases the amount of energy transferred to a plate material, studies have been conducted with plates of different thicknesses resting on water with a blast load from above. When compared to tests with only air surrounding the plate a range of 30-50% reduction in plate deformation was observed depending on the plate thickness and radius. When H/R (height/radius) of a circular plate = 0.04, a reduction in maximum deformation of ~30% was observed. When the H/R= 0.015 the reduction in maximum deformation was ~50%. For most cases an average of 40% reduction in deflection was observed. [48]
The use of foam plates is another approach to the impulse energy absorption problem. Aluminum foam plates have been tested in explosive/impulsive loading situations to determine if their use would allow for more energy to be extracted from close range blast loading. Experiments were conducted using a pendulum with a mass at the end. The mass was covered with aluminum foam on the side facing the blast.

Near field blast tests were conducted. It was found that the foam allowed for more energy absorption from the blast load. The foam material would keep a pressure equivalent to the foam materials crushing strength on the side of the mass facing the blast. This “sacrificial layer” of aluminum foam would allow for a time wise decrease in the pressure affecting the protected surface, but the foam would blow apart or disintegrate in most cases.

To compensate for the surface disintegration and/or failure another surface plate of solid metal was added. This allowed for, even concentrated, blast loads to be dispersed through the foam material, and therefore allowing for less deformation of the foam and underlying protected structure. [49]

1.6 Modeling and Testing Methods for Energy Absorption

As mentioned before in equation 2, the fluid to cell interaction in foams contributes to their strength and energy absorption ability.
When calculating the energy absorbed to stop a moving object we have to focus on the varying strain rate and the strain at each point between the quickest strain rate point $\varepsilon_i$ and the point of the final strain rate, 0, $\varepsilon_f$. If the strain rate decreases linearly then we can say:

$$\dot{\varepsilon} = \frac{\varepsilon_i (\varepsilon_f - \varepsilon)}{\varepsilon_f}$$  \hspace{1cm} (eq. 39)

The main idea in these equations is that the energy dissipated will increase as the viscosity of the fluid increases, and also as the cell size decreases. [31]

There are two main factors to look at when calculating a foams energy absorption capability; the Janssen (J) factor, and the Cushion factor (which was also refined by Rusch). [49] The J factor is based off of Newtons law;

$$F = ma \quad \text{or} \quad a = \frac{F}{m}$$  \hspace{1cm} (eq. 40)

Where F is the force exerted on an object, a is the acceleration or deceleration of that object, and m is the mass of the object. [31]

An ideal foam material will absorb energy at a constant deceleration, $a_i$, and this can be related to the peak deceleration that the foam causes on the object, $a_p$. Relating kinetic energy and work done by a constant for $a_i$ can be defined as follows:
\[ a_i = \frac{v^2}{2t} \]  
(eq. 41)

Where \( v \) is the velocity of the object during deceleration and \( t \) is the thickness of the foam. From this the effective energy absorption can be shown in the ratio: [50]

\[ J = \frac{a_p}{a_i} \]  
(eq. 42)

This can also be shown when relating the initial and final kinetic energies before and after an impact: [50]

\[ \Delta T = \sum \frac{1}{2}mv_f^2 - \sum \frac{1}{2}mv_i^2 \]  
(eq. 43)

The second factor to take into consideration is the Cushion factor. The Cushion factor relates a materials stress-strain characteristic (much data has been collected and recorded for different materials) to its efficiency of energy absorption such as plotting the energy absorbed vs. the applied stress. To get the Cushion factor this plot must be modified by dividing stress by the energy absorbed and putting these values in place of the energy absorbed. [31]
Rusch has added to these methods by introducing an empirical shape factor, $\psi(\varepsilon)$, of the stress-strain curve and related it to stress. He also defined a variable $K$ as “…the maximum deceleration produced by an ideal foam divided by that of the foam in question.” to account for no foam being ideal. He relates this with the impact energy per unit volume to show a correlation between $I$, $K$, $\sigma$, and $E^*$. 

$$\sigma = E^* \psi(\varepsilon)e$$

$$K = \frac{a_i}{a_p}$$

$$I = \frac{W}{E^*}$$

$$\frac{I}{K} = \frac{\sigma}{E^*}$$

(eq. 44–47)

Where $W$ is the amount of work done on the foam during impact. [51]

1.7 Possible Tests

The main scope of this study is to determine the impact resistance to blast loading of the polyurethane foam plates. Using pressure vs. time and deflection vs. time curves an approximate material dynamic modulus can be determined. The deflection vs. time curves can be found by differentiating acceleration vs. time curves gathered from accelerometers used in the blast load testing. The maximum of these curves will be compared to the maximum deflection of the blast loading test results from optical measurements.
Other tests are needed for comparison of the energy absorption and dynamic modulus of the foam plates. Two tests that can give the impact energy absorption and dynamic modulus characteristics of the foam material at high strain rates are split-Hopkinson pressure bar test and the impact pendulum test. [52, 53, 54] Tests have been performed with high strain rates with the use of a split-Hopkinson pressure bar apparatus (shown in the figure below) on thermoplastic elastomeric polyurethane foam.

![Figure 12: Split-Hopkinson Pressure Bar Apparatus. [30]](image)

A split Hopkinson pressure bar is a device used to get accurate high strain rate data from materials. This data is used to more accurately model explosive and ballistic events. The apparatus consists of a striker bar, an incident bar, and an output bar inside a long straight tube (see the figure below). [54]
Figure 13: Components of the Split-Hopkinson Bar Apparatus. [30]

The sample is placed between the output and incident bars. The striker is then shot down the tube by compressed gas. When the striker hits the incident bar some of the impact energy is transmitted through the sample to the output bar, and some of the energy is reflected back to through the incident bar. [54]

Two main things need to be taken into consideration when determining the material and length of the input, output, and impact bars as well as the size of the strain gages and sampling rate from the strain gages. The impedance of the bars or sample can be calculated as follows:

\[ Z = s \rho C_a \]  \hspace{1cm} (eq. 48)
Where $Z$ is the impedance, $s$ is the cross sectional area $\rho$ is the material density and $C_o$ is the wave speed in the material. [54]

The impedance mismatch at the interfacial boundaries can be calculated as follows:

$$\alpha_{12} = \frac{2s_1(\rho C_o)_2}{s_1(\rho C_o)_1 + s_2(\rho C_o)_2} \quad (\text{eq. 49})$$

where $\alpha$ is the transmission coefficient, which is preferred to be as close to 1 as possible. Minimizing the impedance mismatch will allow for a greater amplitude of transmitted wave. Having higher impedance input and output bars, and lower impedance samples, will reduce the risk of damage to the input and output bars during testing. [54]

For the following, let it be assumed that the impact, input, and output bars are made of the same material. The length of the pulse created by the impact bar can be calculated from:

$$T = \frac{2l_1}{C_o} \quad (\text{eq. 50})$$

where $l_1$ is the impact bar length and $T$ is the impact pulse period. Since the pulse period multiplied by the wave speed gives the pulse length this suggests that the length of the impact pulse is twice the impact bar length. [54]
The strain gage must be placed at the middle of the input bar. This is because the incident pulse must fully pass the strain gage and the strain gage must have ample settling time (1/2 – 1 pulse width) before the wave is again reflected off of the end of the bar back to the strain gage. The wave will reflect back and forth between the ends of the bar. This is why the gage must be at the middle of the input bar. [54]

Since the pulse length is twice the impact bar length, and ample settling time is required for the strain gages, a value of ~4-5 impact bar lengths should be given on either side of the input bar’s strain gage. This would require the input bar to be 8-10 times the length of the impact bar. This will allow for a clear reading of the incident and reflected wave histories.

The output bar, on the other hand, can be 2/3 the length of the input bar because only the first transmitted wave time history need be recorded. Instead of being 4-5 times the length of the impact bar, the output bar should be 5.5-6.5 times the length of the impact bar due to a slight slowing in the pulse, and therefore lengthening of the pulse, in the lower impedance sample.

The strain measurements in the output and incident bars give a high strain rate stress vs. strain curve of the material being tested [30]. The stress vs. strain curve
is calculated using the recorded incident, reflected, and transmitted waves in the following equations: [54]

$$\dot{\varepsilon}(t) = -\frac{2C_0}{L} \varepsilon_r(t) \quad \text{(eq. 51)}$$

&

$$\sigma(t) = \frac{A_0}{A_s} E \varepsilon_t(t) \quad \text{(eq. 52)}$$

Where \(\dot{\varepsilon}(t)\) is the nominal strain rate, \(C_0\) is the wave velocity in the incident bar, \(L\) is the original length of the specimen, \(\varepsilon_r(t)\) is the recorded reflected wave history, \(\sigma(t)\) is the nominal stress, \(A_0\) is the output bar cross sectional area, \(A_s\) is the samples cross sectional area, \(E\) is the Young’s Modulus of the output bar material, and \(\varepsilon_t(t)\) is the transmission wave recorded history. [54, 55, 56]

It was discovered that the transmission wave could be amplified by reducing the input and output bars impedance, and also by using a hollow output bar to reduce the cross sectional area to reduce the impedance mismatch between the sample and output bar. (hollow bar) A cap must be placed on the sample side of the output bar to prevent damage to the bar and sample and to better transmit the impact pulse. [55, 56]
The strain equation for the sample material must then be modified because the first strain equation assumes that the input and output bars have the same cross sectional area.

\[ \varepsilon(t) = \frac{c_o}{L} \left( 1 - \frac{A_i}{A_t} \right) \int_0^t \varepsilon_i(t) \, dt - \frac{c_o}{L} \left( 1 + \frac{A_i}{A_t} \right) \int_0^t \varepsilon_r(t) \, dt \quad (eq.\ 53) \]

Where \( A_i \) is the cross sectional area of the input bar, \( A_t \) is the cross sectional area of the output bar, \( \varepsilon(t) \) is the sample strain time history, and \( \varepsilon_i(t) \) is the recorded incident wave time history. [56]

Another possible test would be the ball rebound test. ASTM standardized tests D 3574-01 are specifically meant for “Flexible Cellular Materials-Slab, Bonded, and Molded”. [52, 53] Test H is the ball rebound test which measures the difference between the initial height of a ball dropped onto the foam slab and the rebound
height of the ball. This difference is a way of measuring impact resistance and energy absorption of the foam.

The issues are that the samples are flat and not standing up (as in the blast load testing), there is a back boundary condition from the table below the sample, and the sample is not allowed to displace (as in the blast load testing). ASTM standardized test D 1054-02 is specifically for “Rubber Property-Resilience Using a Goodyear-Healey Rebound Pendulum”. [52, 53]

With the use of optics to measure the displacement of the plates, strain gages to measure the strain in the plate, and pressure transducers to measure the pressure the pendulum creates on the face of the plates, this test would meet the needed requirements. The only issue is that the split Hopkinson bar would allow for measurements at greater strain rates. This would better simulate the high strain rates that occur during explosive loading situations. For this reason the Split Hopkinson Bar will be used.

1.8 Air Blasts

When an explosive is detonated in air we can consider the characteristics of an ideal blast wave. “Regardless of the source of the initial finite pressure disturbance, the properties of air as a compressible gas will cause the front of this disturbance to become steeper as it passes through the air (“shocks up”) until it exhibits nearly discontinuous increases in pressure, density, and temperature. The resulting shock front moves supersonically,
faster than the speed of sound, in the air ahead of it.” [57] The speed of sound in ambient sea level condition air is defined as follows:

\[ a = \sqrt{\frac{\gamma p}{\rho}} = \sqrt{\gamma RT} \quad \text{(eq. 54)} \]

Where \( a \) is the speed of sound in air, \( \gamma \) is the specific heat ratio of the gas, \( p \) is the pressure of the gas, \( \rho \) is the density of the gas, \( R \) is the gas constant, and \( T \) is the temperature of the gas. [58]

“The air particles are also accelerated by the passage of the shock front, producing a net particle velocity in the direction of travel of the front.” [57] In addition, when thinking of this pressure disturbance, we must first make a few assumptions about the explosive being used and air. First,

“Assume the explosion occurs in a still, homogenous atmosphere and that the source is spherically symmetric so that the characteristics of the blast wave are functions only of distance from the center of the source (R) and time (t). Let us further assume that an ideal pressure transducer, which offers no resistance to flow behind the shock front and follows perfectly all variations in pressure, records the time history of absolute pressure at some given fixed distance \( R \).” [57]
The time pressure record of such a gauge would look similar like Figure 15.

Where the parameters of Figure 15 are:

\[ P_o = \text{Ambient Pressure} \]

\[ P_s^+ + P_o = \text{Peak Pressure} \]

\[ P_o - P_s^- = \text{Peak Partial Vacuum Pressure} \]

\[ t_a = \text{Arrival Time} \]

\[ t_a + T^+ = \text{Time when Pressure is between Positive Phase and Negative Phase at } P_o \]

\[ t_a + T^+ + T = \text{Time at which Pressure returns to } P_o \]

Also, where the positive impulse of the blast wave is defined by:

\[ I = \int_{t_a}^{t_a+T^+} [p(t) - P_o] \, dt \quad \text{ (eq. 55)} \]
The most significant parameters for use in data reduction of air blasts include peak incident overpressure, peak reflected pressure, arrival time, positive phase duration, distance from charge, incident impulse, and reflected impulse. Vast amounts of data have been collected over the years on air blast parameters from TNT spherical air burst and hemispherical surface bursts and are reported in Reference [59].

Where an explosive is detonated, on or near the ground, can also influence blast waves. A charge detonated on the ground will consist only of the ground reflected wave (Figure 17). This assumption greatly simplifies the calculations and modeling of the blast wave and its effects. These blast waves from large energy sources detonated above, but near, the ground can be considerably modified by certain ground effects such as the reflection off the ground where the fusion of the incident and reflected shock fronts form a third shock front known as a Mach stem, which Figure 15 shows in detail. All of these added shock fronts can complicate the analysis of the wave and its effects. A few other significant variables that come into play are: 1) charge geometry, charge size, and charge confinement, 2) atmospheric conditions, and 3) the effects of after burn due to the oxygen balance of an explosive [60]. All these variables are explained in great detail in References [57], [59], [61], and [62].
Where the parameters of Figure 18 are:

H = Height of Burst
R = Slant Distance
I = Incident Shock Wave

\( \alpha \) = Angle of the Incident Shock Wave with Respect to the Horizontal

\( P_T \) = Path of Triple Point

M = Mach Wave (Mach Stem), Mach Front

\( H_T \) = Height of Triple Point
\( R_G \) = Ground Distance to Object

1.8 TNT Equivalency

Traditionally, all explosives have their power output compared to that of TNT because of TNT’s long history in military applications and the tremendous body of knowledge relating to its “ideal” explosive properties. This comparison is referred to as “TNT equivalency”. TNT equivalency is one of the prime tools utilized to judge the work output of a non-ideal explosive [64]. TNT equivalency is simply defined as the mass of TNT needed to replicate an effect produced by a given explosive, divided by the mass of the explosive tested. An example being, two pounds of explosive “X” was needed to do the work of one pound of TNT, so the TNT equivalency of explosive “X” would be \( 1 \text{ lb} / 2 \text{ lb} = 50\% \) [65]. TNT equivalency is based on explosive energy in various ways. The preferred method of calculation is to use either the hydrodynamic or the thermodynamic work function, as shown in Reference [66]. TNT weight equivalence is defined as:

\[
\text{wt(TNT equiv)} = \text{wt (HE)} \times \left( \frac{E_{\text{EXP}(\text{HE})}}{E_{\text{EXP}(\text{TNT})}} \right)
\]

(eq. 56)

Where,

\( \text{wt(HE)} \) = Weight of Questioned Explosive

\( E_{\text{EXP}(\text{HE})} \) = Explosive Energy of Questioned Explosive

\( E_{\text{EXP}(\text{TNT})} \) = Explosive Energy of TNT

NOTE: Some values for \( E_{\text{EXP}(\text{HE})} / E_{\text{EXP}(\text{TNT})} \) can be found in References 2 and 9.
Other methods for estimating TNT equivalence are based either on correlation, empirical tests, or chemical composition. Some empirical tests include Air Blast, Trauzl, Ballistic Mortar, Sand Crush, and Plate Dent [57, 64]. The values used in the calculations in this report were based off C4 air blast pressure data that was compared to TNT air blast pressure data at the same distances. These comparisons give a first order approximation of the non-ideal explosives TNT equivalencies. One more simplified version of TNT equivalence is reported in Reference [66] as being,

\[
\text{TNT equivalent} = \frac{D^2}{D_{\text{TNT}}^2}
\]

(57)

Where,

\[
D = \text{Detonation Velocity (km/s) of the Explosive in Question}
\]

\[
D_{\text{TNT}} = \text{Detonation Velocity (km/s) of TNT @ 1.64 g/cm}^3 = 6.95 \text{ km/s}
\]

For C4 this calculation would produce values equal to:

\[
\text{C4 (TNT equivalency)} = \frac{8.193^2}{6.95^2} = 1.39
\]

, which is very close to the values given for sea level conditions from 1.18 to 1.70 depending on the exact composition of the C4.
1.9 Impact Dynamics of Circular Plates

A good way of approaching the impulsive loading of a circular plate problem is to start at the blast wave pressure pulse, and pulse duration, on the circular plate face. The impulse $I$ is the total force on the face of the plate integrated over time. [55]

$$I = \int p(r,\theta,t)dAdt \quad \text{(eq. 57)}$$

$\tau$ is the pressure pulse duration on the face of the plate. After that time $p$ drops to 0 for mathematical purposes. [67, 68]

Because an impulsive loading situation allows for such a small amount of loading time, approximately zero seconds, the integration terms that come out with time as a variable cannot be used. The impulse must be put into the form of an initial impulse velocity ($V_o$) giving a no period impulsive load per unit area of the plate ($\hat{I}$).

$$V_o = \frac{\hat{I}}{\rho h} \quad \text{(eq. 58)}$$

, where $\rho$ is the density of the plate and $h$ is the thickness of the plate. [69]

Equations have been developed and compared [69] to finite element models with almost exact results for sandwich plate composite structures.
\[
\frac{\delta_{\text{max}}}{R} = \left( V_o \sqrt{\frac{\rho}{\sigma_y}} + 0.84 \sqrt{\frac{\sigma_y}{E}} - 0.03 \right) \left( 1 - 8.3 \frac{h}{R} + 25 \left( \frac{h}{R} \right)^2 \right) \quad (\text{eq. 59})
\]

R is the radius of the plate, \( \sigma_y \) is the yield stress of the plate material, and \( E \) is the plate's Young's modulus. [69]

Now to look at the equations used to describe a circular plate loaded impulsively in “Structural Impact” by Norman Jones.

\[
M_o = \frac{\sigma_o H^2}{4} \quad (\text{eq. 60})
\]

Where \( M_o \) is the fully plastic bending moment of the plate per unit length, \( \sigma_o \) is the uniaxial yield stress, and \( H \) is the plate thickness. \( p_o \) (impulsive loading pressure) and \( p_c \) (plastic collapse pressure) determine which equations to use for a circular plate (dynamic or impulsively loaded). When \( p_o/p_c >> 1 \) impulsive loading equations are used. [70]

For simple supports:

\[
p_c = \frac{6M_o}{R^2} \quad (\text{eq. 61})
\]
\[
\frac{W_f}{H} \approx \frac{\lambda}{8}
\]

Where

\[
\lambda = \frac{\mu V_o^2 R^2}{M_o H}
\]

(\text{eq. 62-63})

, where \(\lambda\) is the dimensionless initial kinetic energy from the impulsive loading, \(V_o\) is the impact velocity of the impulsive loading, \(\mu\) is the density per unit area of the face being impulsively loaded, \(R\) is the outer radius of the face, and \(W_f\) is the maximum final displacement of the center of the sample. [70]

For clamped supports:

\[
p_c \approx \frac{11.26M_o}{R^2}
\]

\[
\frac{W_f}{H} \approx 0.84\frac{\lambda}{12}
\]

Where

\[
\lambda = \frac{\mu V_o^2 R^2}{M_o H}
\]

(\text{eq. 64-66})
Elasticity of the material also has to be taken into consideration with these general definitions. [70]

Another factor that must be taken into consideration is the blast wave “wrap around” that occurs as the shock wave passes the target. A shock wave passing a target causes pressure not only on the front face of the object but also along the sides, top, and rear. Peak pressures occur at the times shown in the equations below.

\[
\begin{align*}
 p_s &= [p + C_d q]; t = \frac{L}{2u} \\
 p_r &= [p + C_d q]; t = \frac{(L + 45)}{u}
\end{align*}
\] (eq. 67-68)

Where \( p_s \) is the side and top pressure, \( p \) is the front face pressure, \( C_d \) is the drag coefficient, \( q \) is the dynamic pressure, \( L \) is the length of the sides of the structure, and \( u \) is the velocity of the shockwave. [71, 65]

2. Methodology

2.1 Sample Construction

The main objective of this testing was to compare the properties of different shapes of Poron® foam with and without water introduced into the foam’s pores during explosive loading. We were hoping to find that a foam sample with a domed shape and filled with water would perform better under an explosive load. We theorized at the beginning of this project that the flat fluid filled samples would have the least amount of deflection during the testing because of the limited surface area and the added mass, but that the
fluid filled domed shaped sample would take the highest explosive load before failure because of the added surface area and mass.

Before the explosive testing or Split Hopkinson Bar testing could be completed the samples had to be constructed. Four different sets of samples of the same black polymer based Poron® foam were constructed for the explosive testing. The four samples constructed were: 1) dry and flat with the faces coated with Lexel, 2) filled with water, flat, and coated with Lexel, 3) dry and dome shaped with the faces coated with Lexel, and 4) filled with water, dome shaped, and coated with Lexel.

The foam used in the samples was a $\frac{1}{2}$ in thick and 8 in square black Poron® Quick Recovery Polyurethane Foam (Figure 18).

![Figure 18: Sheet of $\frac{1}{2}$ in Poron® Quick Recovery Polyurethane Foam](image)

As mentioned before, this foam displays a 4-8 psi compression at 25% deflection. It has a density of 15 lb/ft$^3$, a minimum tensile strength of 40 psi at 0.2 in/min strain rate, and a useful temperature range of $-40^\circ$F to $250^\circ$F. [30]
Lexel is a type of caulk/glue that was spreadable, adhesive, and stretchy enough after setting (~25% stretch) to be used in this experiment. Lexel also bonds to plastics and will even bond if the material is wet, which was useful for our application (Figure 19). Another added bonus is that Lexel dries clear so that the foam sealed in the Lexel can be observed. One downside to the Lexel is that it takes 30 minutes to become tack free, cures firm in 2-4 days, and it only fully cures after 1-2 weeks.

![Figure 19: Lexel](image)

8in square, ½in thick polyurethane rings, with a 6¼ in hole in the middle (Figure 21) were manufactured by the machine shop in Workman Hall on campus.

![Figure 20: Polyurethane Ring](image)

These rings were used as a mounting and reinforcement for the different samples during testing. The foam left exposed in the open space of the ring was the portion of the sample that underwent the testing. (Figure 21).
The 8 in square foam piece was placed on a table and the top face was then coated with a thin layer of Lexel. The Lexel became tack-free in 30 minutes and cured firm in 2 days. After waiting the 2 days a thin sheet of plastic was put on the table and coated with chalk to ensure that the Lexel from the top side of the foam would not bond with the plastic sheet. The sample was then turned over with the Lexel coated side on the chalk covered plastic sheet. The bottom side of the foam was then coated with Lexel and the polyurethane ring was then placed on top of freshly coated Lexel side. This was done so that there would not have to be the separate step of gluing the ring to the sample after the Lexel dried 2 days later, saving time in the process. With 2 days cure time the samples were ready to test.

The wet flat sample (Figure 21) was a bit more complicated to fabricate. Each wet sample was weighed before they were filled with water. Pablo Garibay and Holly Chamberlin, undergraduates in the Mechanical Engineering Department at NMT, devised a process to evacuate the air out of the pores in the foam and fill them with water. The method they devised is approximately 80% efficient, meaning that 80% of the space previously occupied by air in the sample will now be occupied by water. A large aluminum pan (Figure 23) was filled with approximately 4 in of water.
A $\frac{1}{4}$ in thick, 10in square piece of steel was then laid in the water with a same sized piece of plastic sheet on top. The foam was then placed on top of the plastic sheet. An approximately 100 lb steel cylinder (Figure 23) was then placed on the foam.

This cylinder was rolled back and forth over the foam sample to remove the air from the sample and fill it with water. After the foam was rolled over approximately 20 times with the cylinder it was removed and weighed to compare its wet weight to its dry weight. Each sample gained about 2 $\frac{1}{2}$ times its original weight after being filled. The foam was porous enough that water could be put inside it but the pores were also small enough to keep the water from flowing out at a high rate after the water was inside the foam and the foam was removed from the pan.
The sample was then placed on a sheet of plastic and patted dry around the top and edges with paper towels. The samples never fully dried on the outside, but they dried enough for the Lexel to bond to and seal the sample. Lexel was then spread on the top and sides of the sample. A thicker bead of Lexel was used along the edges of the samples to ensure that the sides were sealed. The samples were then left for 3 days while the Lexel cured. It was decided that the wet samples should cure a day longer than the dry samples due to the possible lengthening effect of the present water on the Lexel's cure time.

The samples Lexel seals were then examined. Samples that appeared to need added sealing were touched up during initial 3 day cure time and allowed to cure for an additional 2 days. The sealed samples were then turned over and the plastic sheet was cut off leaving as much of the Lexel side seals intact as possible. The last side of the samples was then sealed with Lexel (Figure 24) and the polyurethane ring was placed on top.

![Figure 24: Fully Sealed Wet Sample](image)

This was once again done to combine the last stage of sealing the sample and gluing the ring to the sample into the same step to save time. With 3 days of cure time the samples were ready to test.
The curved dry samples were first sealed flat like the flat dry samples. Creating and holding a dome shape in the samples without ripping or separating the Lexel seal from the foam was now the problem to overcome.

It was decided that the dry samples should be experimented on first to ensure that the wet samples kept their water until the dome creating technique was perfected. A plastic salad mixer with an approximate 7 in diameter hemispherical top was purchased. This top was the best sized dome shape that was found for this application (Figure 25).

![Salad Mixer Top](image1)

Figure 25: Salad Mixer Top

There was an aluminum ring covered in tape and chalk with a 6 ½ in inside diameter that was made by the on campus machine shop that also played a role in this fabrication (Figure 26).

![Aluminum Ring](image2)

Figure 26: Aluminum Ring
A 7in gear with a 3in inside diameter hole (Figure 27) was also used.

![Figure 27: 7in Gear](image)

The aluminum ring, 2 of the plastic mounting rings, the gear, the salad mixer top, 4 clamps, tape, chalk, a hair dryer (Figure 28), and Loctite Power Grab Adhesive (Figure 29) all played a part in the fabrication of the domed samples.

![Figure 28: Hair Dryer](image)

![Figure 29: Loctite Power Grab](image)

The dome shaped salad mixer lid was placed on the table and covered with chalk dust to ensure that the sample did not stick to the lid. This prevented the Lexel from delaminating from the foam. The aluminum ring and the gear were used to prevent the brittle plastic rings from breaking due to bending during clamping. Clamping was
needed to ensure that the sample stay in shape while the adhesive cured. The aluminum ring was covered with a tape and chalk dust to prevent sticking to the Lexel during clamping. The aluminum ring was then placed on the dome shaped lid. The first plastic mounting ring was used to mount the foam to its bottom side with the Loctite Power Grab.

The gear and second plastic ring were not placed on top of the first plastic ring during the first trial fabrication. This resulted in the ring breaking in half during the clamping process. Once this was observed it was decided that a rigid ring was also needed for the top, in addition to the aluminum ring on the bottom, of the sample during clamping to ensure that the rings did not bend to failure. The second plastic ring was incorporated to make sure there was enough room between the foam and the gear to create a dome shape.

Once this assembly was laid together like a sandwich one person pushed down on the sample to create the dome shape from the salad mixer top below. The other person then clamped the aluminum ring and gear on opposite edges of the sample. This ensured that the adhesive would set before the sample moved.

While allowed to sit on top of the salad mixer, the foam was heated with a hair dryer to soften the material enough to get even more of the desired dome shape. Once the sample was heated it was allowed to sit on the mixer top clamped over night and cool to room temperature (Figure 30).
This allowed the foam to stretch enough and cool enough from the heat forming to keep its shape. The next day the sample was unclamped and set aside (Figure 31) to make room for more sample fabrication.

Before the fabrication of this sample, a ¼ in sample of dry foam was experimented on by heating while in the dome shape to see if it would keep its form after it was unloaded and allowed to cool. It kept its shape for approximately 3 weeks, so it seemed that heating to shape was a good tactic.

The curved wet samples were first sealed flat like the flat wet samples. They were also formed into shape the same way the dry dome shaped samples were formed. There was, however, a problem encountered during this forming. When the sealed wet samples were pushed onto the dome and clamped between the gear and the aluminum ring some of the
water inside of the samples was pushed out at a slow drip-like rate through small gaps in the Lexel that were overlooked when the samples were first sealed.

The samples that lost water had to be submerged in water for 2 days to regain there water weight and then carefully gone over with Lexel to seal up any noticeable gaps in the original Lexel seal. The samples then had to cure for another 2-3 days. Once all of this was done the samples were once again ready to shape into form. Once formed, the dome shaped wet samples posed another problem. They would only keep there dome shape for a short amount of time; approximately ½ hour (Figure 32).

Figure 32: Wet Dome Shaped Sample After Fabrication

It was theorized that this was due to the added water weight of the foam and a possible softening effect that the water may have on the foam. If the sample lost its shape it would have to be formed again and let to sit over night. This had to be done the night before testing to ensure that the sample would hold its shape, and the sample was taken out of the forming setup as close to testing as possible. To manufacture all 4 samples took about 2 weeks due to cure time of the Lexel and adhesive, and the time required to get the desired dome shape out of the samples.
The samples for the Split Hopkinson Bar tests were constructed in the same fashion. The differences were that the samples were 3/16 inch thick samples that were 1.25 inches by 1.25 inches. Also, since no doming of the samples was possible, all of the samples were flat.

2.2 Sample Water Absorption

The data sheet for the polyurethane foam that was used stated that the sheets of foam had a density of 15 lb/ft$^3 \approx 240.28$ kg/m$^3$. Each sample for the EMRTC testing was $\frac{1}{2}$ in thick and 8in by 8 in square $\approx 0.000524$ m$^3$. This should have given the dry samples a mass of $\approx 126$ g. Water has a density of $1000$ kg/m$^3$. The sample material was previously determined to be $80\%$ porous by Pablo Garibay and Holly Chamberlin. Therefore the wet samples, if fully saturated with water, should have had a mass of approximately $545$ g. This was calculated using the equation to determine the volume fraction of the pores:

$$
\phi = \frac{m_{total} - m_{foam}}{\rho_{fluid}}
$$

(eq. 69) [72]

The mass of the samples with and without the introduction of water are listed in Table 1:

<table>
<thead>
<tr>
<th>Sample #</th>
<th>Mass (g) Dry</th>
<th>Mass (g) Saturated With Water</th>
<th>% Void Volume Filled for 80% Porosity</th>
<th>% Void Volume Filled with Air For 80% Porosity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

60
Table 1: Volume of Pores Filled in Sample Foam

If the pores were mostly saturated with water I would assume that the foam had an approximate porosity of 50%. This discrepancy was due to using cold instead of hot water during the fluid filling process. The warmer water would have opened the pores more and allowed more water to fill the voids. The cold water actually closed off the pores more and allowed less water into the samples.

Additional experiments were done with hot water to determine if the temperature of the water used was a factor. These experiments were done in the current year.

Table 2: Volume of Pores Filled in Sample Foam

<table>
<thead>
<tr>
<th>Sample #</th>
<th>Mass (g) Dry</th>
<th>Mass (g) With Water</th>
<th>% Void Volume Filled with Water</th>
<th>% Void Volume Filled with Air</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Wet</td>
<td>130</td>
<td>437</td>
<td>79.5</td>
<td>20.5</td>
</tr>
<tr>
<td>2 Wet</td>
<td>128</td>
<td>443</td>
<td>80.8</td>
<td>19.2</td>
</tr>
<tr>
<td>3 Wet</td>
<td>124</td>
<td>427</td>
<td>78.5</td>
<td>21.5</td>
</tr>
<tr>
<td>4 Wet</td>
<td>135</td>
<td>401</td>
<td>72.3</td>
<td>27.7</td>
</tr>
</tbody>
</table>
It can be clearly seen from the table that the higher temperature water had a significant effect on the amount of water that the samples absorbed.

This method of filling the samples was utilized in the making of the samples for the Split Hopkinson Bar testing. The samples water absorbance are shown in the table below.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Mass Dry (g)</th>
<th>Mass With Water (g)</th>
<th>% Void Filled With Water</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>7</td>
<td>81</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>7</td>
<td>81</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>6.5</td>
<td>75</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>7</td>
<td>81</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>6.5</td>
<td>75</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>7</td>
<td>81</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>7</td>
<td>81</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>6.5</td>
<td>75</td>
</tr>
<tr>
<td>9</td>
<td>1</td>
<td>7</td>
<td>81</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>6.5</td>
<td>75</td>
</tr>
</tbody>
</table>

Table 3: Split Hopkinson Bar Wet Samples % Void Filled With Water

2.3 Testing Procedures

2.3.1 EMRTC Test Description

The table below lists the samples tested at EMRTC and the standoff distances that the samples were subject to.
### Table 4: EMRTC Tests, Samples, and Standoff Distances

<table>
<thead>
<tr>
<th>Test #</th>
<th>Sample</th>
<th>Distance</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Flat (dry and wet)</td>
<td>45</td>
</tr>
<tr>
<td>2</td>
<td>Flat (dry and wet)</td>
<td>35</td>
</tr>
<tr>
<td>3</td>
<td>Flat (dry and wet)</td>
<td>25</td>
</tr>
<tr>
<td>4</td>
<td>Domed (dry and wet)</td>
<td>45</td>
</tr>
<tr>
<td>5</td>
<td>Domed (dry and wet)</td>
<td>25</td>
</tr>
<tr>
<td>6</td>
<td>Domed (dry and wet)</td>
<td>15</td>
</tr>
</tbody>
</table>

#### 2.3.2 Blast Testing Instrumentation

Pressure and impulse data was collected from all 6 tests by means of PCB™ piezoelectric transducers and a corresponding PCB™ 855 gauge power amplifier. The amplifier used managed the reflected pressure measurements for each experiment. Reflected pressure gauges were mounted in the stand, at locations shown in Figure 33.

![Figure 33: Placement of Reflected Pressure Gauges on Stand.](image)

Accelerometers were attached to the back of the samples (Figure 34).
Phantom high speed cameras (Figure 35) on either side of the test setup were also used to measure the displacement of the samples and to have data to compare to the accelerometer data.

This was done to determine the validity of the accelerometer data. 1 in lines were drawn onto toothpicks glued next to the accelerometers (Figure 36). This mark was made as a reference point to determine the displacement of the samples during testing from the phantom high speed cameras.
The wet samples were placed in the south opening of the test stand and the dry samples were placed in the north opening of the stand to keep track of sample data (Figure 37).

![Figure 37: North and South of Test Stand](image)

6 tests were conducted. The flat dry and flat wet samples were hit with a blast wave from a 1 lb hemispherical charge of C-4 set at 45, 35, and 25 ft.

![Figure 38: Separated Accelerometer Flat 35 ft Test](image)

The dome shaped dry and wet samples were also hit with a blast from a 1 lb hemispherical charge of C-4, but the distances changed to 45, 25, and 15 ft to push the limits of the accelerometers delaminating from the samples. The accelerometer slightly delaminated from the wet dome shaped sample during the 25 ft test. This may have led to some error in the data. Both accelerometers separated from the samples during the 15
ft test (Figure 39) showing a need for better adhesion to the samples in the future if close blast tests are to be performed.

![Figure 39: Separated Accelerometers Domed 15 ft Test](image)

### 2.3.3 EMRTC Data Reduction

EMRTC’s raw data were reduced using DPlot software. The pressure traces were used to determine the peak pressures and were integrated to find the positive phase peak impulses. The acceleration traces were used to determine the peak accelerations in the positive direction (blast direction), and they were double-integrated to generate the maximum positive displacements. The maximum positive displacements were also collected from the Phantom 7 software and are reported in the results section of this document. Figure 40 shows an example of the EMRTC data plot for reflected pressure, impulse, and displacement.
Figure 40: Reflected Pressure, Impulse, Displacement vs. Time Plot

Figure 41 shows an example of the EMRTC data plot for acceleration.

Figure 41: EMRTC Acceleration Data
2.3.4 Split Hopkinson Bar Testing Procedures

In order to validate the air-blast test observations using AUTODYN, Split-Hopkinson Pressure Bar tests were performed to determine the dynamic modulus at various strain rates.

A split Hopkinson pressure bar is a device used to get accurate high strain rate data from materials. This data is used to more accurately model explosive and ballistic events. The apparatus consists of a striker bar, an incident bar, and an output bar (refer to figures x-y below).
The sample is placed between the output and incident bars. The striker is then shot down the barrel by compressed gas. When the striker hits the incident bar the impact energy is sent through the incident bar and transmitted through the sample to the output bar, and some of the energy is reflected back to the incident bar. The strain measurements in the
output and incident bars give a high strain rate stress-strain curve of the material being tested. This data is gathered with the use of strain gages placed on both the incident and output bars.

Testing elastic/visco-elastic materials with this method has been quite a challenge. The issue is that the bars need to be rigid in order to limit deflection and damage during testing. Commonly hardened steel, or other metal, rods have been used for this purpose. Materials such as foams have very low impedance when compared to metal bars. This impedance mismatch between the materials can greatly reduce the amount of wave transmitted into and through the sample being tested.

A few ideas have been thought of and tested to take care of the mismatch problem. One idea, from Dr. Chen at Purdue University and Dr. Frew from Sandia National Laboratories was to use polymer or aluminum instead of steel rods to lower the impedance of the bars. This is implemented in the current test. This led to another idea. That idea (which was implemented in the current test) was to use a hollow output bar with a cap fitted at the sample end to further lower the impedance. A non-dispersive ramp pulse from the impact bar is required to precisely control the profile of the incident pulse so that the specimen deforms at a nearly constant strain rate under a dynamically equilibrated stress. This should be true through large to even small strains. [54, 55, 56]
2.3.5 The Split Hopkinson Bar Apparatus

An adjustable, up to 200 psi, compressor is used to provide the air pressure to the gas gun and actuated ball valve portion of the apparatus (Shown below). It is a DeWALT Heavy-Duty 200 PSI Electric Wheeled Portable 1.8 Hp Compressor with a 4.5 gallon tank.

![DeWALT 200 psi compressor](image)

Figure 46: DeWALT 200 psi compressor.

This adjustment allows for different velocities of the striker bar and different incident wave amplitudes in the incident bar.

A 4.5 gallon reservoir, with a pressure gage, is used to store the compressed air before the air actuated ball valve is opened to drive the striker bar down the 4 ft barrel (See figure below).
A pressure transducer is attached to the 4 gallon reservoir tank to take pressure data during testing. The pressure sensor was tested to check for linearity.

The gun stand and the stand that holds the incident and output bars are bolted together to prevent the striker bar from completely exiting the barrel after hitting the incident bar.
There are two bright white LED’s and two SFH 314 light sensors across from each other 1 ft apart towards the end of the barrel to estimate the exit velocity of the striker bar. This helps to adjust the amplitude of the incident wave. The higher the velocity of the striker bar, the larger the amplitude of the impact pulse.

The incident and output bars, each 4 ft long, are attached to a 9 ft aluminum I-beam, each with 3 mounting blocks with oil infused bushings to help reduce friction and allow the bars to move as freely in the axial direction as possible (See Below). The incident bar is a solid aluminum rod.

![Diagram of Split Hopkinson Bar components](image)

**Figure 49:** Incident bar, sample holder, and output bar of the Split Hopkinson Bar.

Aluminum was used because of the low impedance material being tested. When testing other materials it is preferred that a material slightly harder but close to the same impedance be used to get the best results. The idea is to use a material that can take a beating from the projectile over several tests while limiting the impedance mismatch between the sample and the bars. A Vishay ¼ in 120 ohm uniaxial strain gage was
attached to the center of the 4 ft input bar. Another was attached 4 inches from the sample end on the output bar.

![Vishay ¼ in 120 Uniaxial Strain Gage (Broken Solder Connections)](image)

Figure 50: Vishay ¼ in 120 Uniaxial Strain Gage (Broken Solder Connections)

Normally there is no need for a sample holder between the two bars. The standard method of mounting the sample is to place a small amount of lubricant on either side of the sample and press the two bars against its sides. This normally holds the sample in place. A sample holder was experimented with due to fluids being present in some of the samples.

![Sample Holder](image)

Figure 51: Sample Holder
At the end of the apparatus there is a 2 in thick block of Teflon bolted to the I-beam. Teflon has been used to limit the damage to the output bar during testing. An additional 4 inches of polyurethane foam was needed in front of the stopper plate to reduce the amplitude and rise time of the stopping impact pulse.

The apparatus is controlled through the use of a National Instruments SCXI module that plugs in through a USB port. This module is then controlled by LabView 8.2. The instrumentation is LabView programming in conjunction with a National Instruments SCXI-1600 USB chassis with three different modules (SCXI-1100, 1520, and 1124) and three different terminal blocks (SCXI-1300, 1314, 1325) (Seen Below).

![Figure 52: SCXI-1600 with modules and terminal blocks.](image)

The accuracy of this instrumentation was checked by the use of a Vishay P3 Strain Indicator and Recorder (Shown Below).
2.3.6 Strain Gage Set Up

There are two wires, black and white, coming from the strain gages. The white wire splits into two red wires towards the end. This is to reduce the amount of noise from the strain gage during operation. The two red wires and the black wire were hooked up to the SCXI-1314 terminal block as shown in the quarter bridge configuration in the SCXI-1520 users manual.

The two channels that were chosen for the strain gages were written down and later entered into the LabView program. The strain gages have resistances. This resistance was made to be the same as the resistors next to the channels chosen in the SCXI-1314 terminal block. These resistors were replaced with the correct high accuracy resistors.

The SCXI-1314 terminal block was attached later to the SCXI-1520 module. This was the last terminal block attached the SCXI Modules in the SCXI 1600 chassis to allow for
as much slack in the strain gage wires as possible to prevent possible detachment during testing.

2.3.7 Light Sensors Set Up

On the barrel of the gas gun are holders for the light sensors and bright LED’s as shown below.

![Figure 54: Reservoir, actuated ball valve, and barrel portion of the Split Hopkinson Bar.](image)

The wires to the light sensors were labeled with + and GRND labels as well as which light sensor they are attached to. Light sensor 1 is the first light sensor that the projectile will pass as it travels down the barrel to impact the input bar.

Two channels were chosen in the SCXI-1300 terminal block for the light sensors. Approximately 1 ft wires were attached to the Vin and GRND’s of these channels. The wires were then be labeled and written down so that they could later be entered into the LabView program.
Two channels were chosen in the SCXI-1300 terminal block for the +10V, -10V, and GRND required for the signal amplification circuitry shown in the figure below. These channels were written down and the wires were labeled.

The wires for the light sensors, +10V, -10V, and GRND were hooked up to the signal amplification circuitry as shown in the figure above once the SCXI-1300 and SCXI-1325 terminal blocks were attached to the SCXI-1100 and SCXI-1124 modules respectively. This was done once the pressure sensor was hooked up.

2.3.8 LEDs Set Up

On the barrel of the gas gun was two holders for the light sensors and bright LED’s as shown in figure 54.
The wires to the LEDs were labeled with + and GRND labels as well as which LED they are attached to. LED 1 is the first light sensor that the projectile will pass as it travels down the barrel to impact the input bar.

Two channels were chosen in the SCXI-1325 terminal block for the light sensors. These channels were written down so that they could later be entered into the LabView program.

2.3.9 Relay Set Up

Under the actuated ball valve and just towards the reservoir of the gas gun was a relay as shown below.

Figure 56: Relay, actuated ball valve, and barrel portion of the Split Hopkinson Bar.

The wires to the relay were labeled with + and GRND labels. A channel was chosen in the SCXI-1325 terminal block for the relay. This channel was written down so that it could later be entered into the LabView program. The AC plug of the relay was plugged
into an AC outlet when all of the other sensory components such as the pressure sensor, LEDs, light sensors, and strain gages were set up and ready for testing.

2.3.10 Pressure Sensor Set Up

The pressure sensor is on top of the reservoir and has 4 wires coming out of it. The red wire attached to the Vin wire on the pressure sensor and the green wire attached to the resistor and output wire of the pressure sensor were attached to the +15 and GRNDs on the PB.503 Proto Board respectively. A multimeter was used to check that the pressure sensor was receiving 20 Volts once the Proto Board was turned on. The PB.503 Proto Board was turned off until the sensor check was finished.

The red and green wires attached to either side of the resistor were attached to a channel on the SCXI-1300 terminal block. The red wire was hooked up to the Vin and the green wire was hooked up to the GRND. This channel was written down so that it could be entered into LabView later. Once this had been done the SCXI terminal blocks were
hooked up to the SCXI modules. Use the top and bottom screws on the SCXI terminal blocks to secure them into place on the modules.

**2.3.11 Compressor Set Up**

The compressor, regulator, compressor outputs, and the hose output valves are shown in the figure below.

![Diagram of compressor, regulator, compressor outputs, and hose output valves](image)

**Figure 58: Compressor, regulator, compressor outputs, and the hose output valves.**
Before turning the compressor on the regulator was turned counterclockwise until it stopped and the hose output valves were set to the closed (handle not pointed inline with the hose) position. This set the regulator to put out 0 psi and kept air from flowing through the hoses to the reservoir or the actuated ball valve. The compressor was then turned on.

The hose labeled valve was attached to the air hose inlet under the actuated ball valve closest to the reservoir. The hose labeled tank was attached to the hose inlet on top of the reservoir. The tee between the valve and tank valves was attached to the hose inlet on the compressor closest to the regulator.

2.3.12 LabView Set Up

Two VI’s are needed to be opened up to carry out the strain gage, light sensor, LED, relay, and pressure sensor checks as well as the wave capturing, strain gage data, and velocity and pressure data tests. The VI db-please-voltage-strain-pressure-try2 and just try strain gages VI’s were opened.
To check the strain gages the just try strain gages VI was opened. The relay voltage was set to 0 and the strain null and measure actual excitation buttons were on. The shunt
calibration was not turned on. The sample rate and samples to read were set to 100k. Values in the strain gages tab were calculated by using the SCXI-1520 user manual.

The module and channels for the strain gages were defined. These were found in the measurement and automation explorer. The program was then run. Once the program was running the input and output bars were tapped approximately 4-6 inches from the strain gages with a short aluminum rod. The stop button was then hit. The TDMS viewer then opened up and the data from the strain gages was checked.

2.3.13 Light sensor, LED, relay, pressure sensor, and actuated ball valve check

To check the light sensors, LED’s, relay, and pressure sensor the db-peasurevoltagestrainpressuretry2 VI was opened. All of the channels were defined. These were found in the measurement and automation explorer. The relay was set to 0 V, the LED’s were set to 3.6 V, the pressure sensor voltage was set to 0, and the light sensor channels +10V and -10V were set to the proper voltages.

The program was then run. To check the LED’s the LED voltages were set to 0V and then back to 3.6V one at a time and make sure that the LED’s responded accordingly by making sure the LED’s turn on and off. This was observed at the back of the LED’s.

To check the light sensors the LED’s were set to 0V and back to 3.6V one at a time to make sure that the light sensor channels responded accordingly.
The relay was checked by turning the relay from 0V to 9V and back while the relay AC connection was plugged in and there was no pressure in the reservoir tank. This was made sure of by opening the bottom valve on the tank. Each time the voltage was changed a slight click was heard from the relay.

The pressure sensor was then checked. It was made sure that the bottom valve on the tank was closed as well as the tank and valve valves on the compressor outlet. It was also made sure that the regulator on the compressor was turned all the way counterclockwise. The compressor was then turned on and allowed to fill until it turned off. Then the tank valve at the compressor was opened and the Proto Board was turned on. The Proto Board output was checked with a multimeter and was giving 20V. The VI was run. Gradually the compressor regulator was turned clockwise until the compressor read 100psi. Next, the compressor regulator was turned counterclockwise until the compressor read 0psi. The TDMS viewer was checked to make sure that the sensor voltage gradually increased and decreased during this procedure. All of the tank and compressor pressure was bled off and all of the valves were closed.

The actuated ball valve was checked by opening the valve valve at the compressor and making sure that the relay AC connection was plugged in. The program was then run. The relay was then set to 9V. Gradually the regulator on the compressor was turned clockwise until the actuated ball valve opened. The relay voltage was then set to 0. The valve then closed. The regulator on the compressor was turned counterclockwise until the compressor read 0. The valve valve on the compressor was then closed.
2.3.14 Wave capturing, strain gage data

To get the strain gage data from the tests the just try strain gages VI was used. This VI was used because of its ability to sample at a higher sample rate of 100k samples per second. This sample rate was required in order to get a clear picture of the impact, reflected, and transmitted waves. The relay voltage was set to 0 and the strain null and measure actual excitation buttons were on. The shunt calibration was not turned on. The
sample rate and samples to read were set to 100k. Values in the strain gages tab were found by using the SCXI-1520 user manual.

The modules and channels for the strain gages, light sensors, LED’s, pressure sensor, and relay were then defined in the VI. These channels were found in the National Instruments Measurement and Automation Explorer program. The regulator on the compressor was set to zero. The valve and tank valves on the compressor were closed, and the valve on the bottom of the reservoir was closed. The reservoir contained 0 psi. To make sure of this the valve on the bottom of the reservoir tank was slowly opened and closed.

Before the program was run the input and output bars were pushed to the stopper plate (the impact absorption foam was moved out of the way).

The valve on the compressor was then opened and the regulator was rotated clockwise until the compressor read 80 psi. The program was then run until the strain

Figure 63: Impact Absorption Foam.
null was finished. The ball valve frequently opened and closed briefly as the ball valve reached the needed pressure with the sudden AC burst from the relay as the program started the SCXI chassis. The stop button was then hit. This procedure was done to make sure that the ball valve did not accidentally actuate prematurely.

The hose was then disconnected from the reservoir tank and used the hose to push the impact bar back in the barrel until it touched the ball valve. This was done to act as a safety precaution that disconnected the air pressure from the tank while utilizing the hose to load the impact bar. The wave shaper (a polymer, nylon, ring with two squares of tissue paper all attached by vacuum grease) at the end of the striker bar that would be impacted by the striker bar with vacuum grease.

The wave shaper filtered out high frequency noise while slowing the rise time of the pulse enough as to minimize damage to the strain gage solder connections. The input bar was then moved towards the barrel until the wave shaper was at the end of it. The sample
was then placed at the other end of the input bar by gently sliding the output bar towards
the input bar until the sample was held in place.

![Image of sample held in place](image.png)

Figure 65: Sample Held in Place.

The impact absorption foam was then placed back between the output bar and the stopper
plate without moving the input bar.

The valve valve on the compressor was then closed and the regulator was rotated
counterclockwise until the compressor read 0 psi. The tank valve was then opened at the
compressor and the regulator was rotated clockwise until the compressor read a constant
desired pressure (10-20psi for these tests). Now the relay was set to 9V in the VI.

The VI was then run. Once the program was running the impact bar was fired and the
relay voltage was set back to 0, closing the ball valve. The VI was then stopped. The
TDMS viewer then opened up and the data was checked. The data from these tests were
analyzed in the DIAdem program.
2.3.15 Velocity and pressure data

To get the light sensor (velocity) and pressure data from the test the “db-pressurevoltagestrainpressuretry2” VI was used. The strain portion of this VI was ignored as it was previously found that this VI could not sample at the required rate for the strain gage measurements. The relay voltage was set to 0 and the strain null, shunt calibration, and measure actual excitation buttons were off. The sample rate and samples to read were set to 10k.

The modules and channels for the strain gages, light sensors, LED’s, pressure sensor, and relay were found in the Measurement and Automation Explorer and put into the LabView VI. The regulator on the compressor was set to zero. The valve and tank valves on the compressor were closed, and the valve on the bottom of the reservoir was closed. The
reservoir had 0 pressure. To make sure of this the valve on the bottom of the reservoir
tank was slowly opened and closed.

Before the program was run the input and output bars were pushed to the stopper plate
(making sure that the impact absorption foam was out of the way). The valve valve on
the compressor was opened and the regulator was rotated clockwise until the compressor
read 80 psi. The program was run until the strain null was finished and the ball valve
opened and closed. The VI was then stopped.

The hose was disconnected from the reservoir tank and the hose was used to push the
impact bar back in the barrel until it touched the ball valve. Dummy wave shapers
(usually a ½ inch thick foam square attached by vacuum grease) were then placed at the
end of the striker bar that would be impacted by the striker bar with vacuum grease. The
input bar was then moved towards the barrel until the wave shaper was at the end of it.
The dummy sample (again usually a ½ inch thick foam square) was placed at the other
end of the input bar by gently sliding the output bar towards the input bar until the
dummy sample was held in place. The impact absorption foam was then again placed
between the output bar and the stopper plate without moving the input bar.

The valve valve on the compressor was then closed and the regulator was rotated
counterclockwise until the compressor read 0psi. The tank valve at the compressor was
opened and the regulator was rotated clockwise until the compressor read a constant
desired pressure (10-20 for these tests). Now, the relay was set to 9V in the VI.
The VI was then run. Once the program was running the impact bar was fired and the relay voltage was then set back to 0 closing the ball valve. The VI was then stopped. The TDMS viewer then opened up and the data was checked. The data from these tests was be analyzed in DIAdem.

2.3.16 Different materials considerations

The present Split Hopkinson Bar set up is for testing low impedance materials such as foams, epoxies, and rubbers. To test other materials the impedance between the sample material and the input and output bar materials should be as close as possible.

Another consideration should be finding out the period or length of the impact waves in the input and output bars. This will determine the lengths of the input and output bars. The strain gage must be placed in the middle of the input bar and have enough length of bar on either side to keep the incident and reflected waves from overlapping at the strain gage. This will allow you to see the entire waves. The same consideration must be taken with the output bar, except that you only need to see the first transmitted wave so the strain gage can be placed towards the sample end of the output bar.

Another issue that the wave period brings up is the required sample rate. Once you know the period you want to make sure to get between 5 and 10 samples each wave (the more samples the better).
The rise time of the impact wave can have adverse affects on the strain gage connections so a wave shaper composed of a thin polymer material may be required. The plastic deformation of the wave shaper will slow the rise time and save the strain gage connections. This slow in rise time will affect the period of the wave and therefore the length of the bars and the sampling rate. Also the wave length divided by the gage length should be 100 or greater to better capture the wave.

The papers “Advancements in the Split Hopkinson Bar Test” by Michael Adam Keiser [54] and “A Split Hopkinson Bar Technique for Low-impedance Materials” by W. Chen et al [56] were read to better understand these concepts.

2.4 ANSYS AUTODYN Simulations

The data from the Split Hopkinson Bar tests was used to create computer simulations of the explosive tests done at EMRTC in the program AUTODYN. AUTODYN is a program that is used to simulate impact and explosive loading events. The models created to simulated the EMRTC testing were carried out in a revolved 2D simulation. Examples of the 2D and 2D revolved models can be seen below.
The modulus vs. time and strain vs. time histories from the Split Hopkinson Bar tests were used to model the polyurethane foam material. The simulated foam was not modeled as porous but as a solid material with the same material characteristics as the polyurethane foam. A Lagrange solver was defined for the material. A fixed boundary at the top of the 2D foam plate model was defined.

The 1lb hemispheres of c4 explosive used during the EMRTC testing were also modeled and placed at the various standoff distances used during the EMRTC testing. A Lagrange solver was defined for the c4.

The air also had to be modeled for propagation of the shock wave from the explosion. An Euler Ideal gas solver was defined for the air. A transmit boundary was placed on the two vertical boundaries and the top horizontal boundary to allow for the explosion to transmit and not be reflected causing an inaccurate blast wave.

A detonation point was set at the rear of the c4 explosive. A simulated gage was placed at the center rear of the simulated foam plate as in the EMRTC testing. [73, 74, 75, 76]

A simulation for each of the EMRTC samples and standoff distances were performed. The gage velocities time history data was then differentiated to find the position of the
gage, and thus the center of the sample, and the maximum initial deflection of the samples. A step by step history of the dry sample at 25 ft simulation can be seen below.

![Figure 69: Step by step history of the dry sample at 25 ft simulation.](image)

3. Results

3.1 Observations and Results of Air Blast Test

Table 5 is a list of the face reflected pressures and displacement of the 4 different samples during the explosive testing at EMRTC.
The reflected pressure difference from the top and the bottom of the stand was negligible for all of the 6 tests and can be explained as the error in the pressure sensors themselves.

It was hypothesized that the wet samples would deflect less and exhibit less acceleration than the dry samples due to the added mass of the water. Table 5 shows that the wet samples deflected less than the dry samples except for the phantom data for test number 5. This discrepancy may have been due to some slight delamination of the accelerometer on the wet sample during tests number 4 or 5.

No data was gathered from test number 6 due to the total separation of the accelerometers from the samples during loading. A better adhesive will have to be used in the future to prevent this from happening at ranges less than 15 ft.

<table>
<thead>
<tr>
<th>Test</th>
<th>Displacement (in)</th>
<th>Displacement (in)</th>
<th>Displacement (in)</th>
<th>Displacement (in)</th>
<th>Reflected pressure (psi)</th>
<th>Reflected pressure (psi)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Acc. 1</td>
<td>Acc. 2</td>
<td>Phantom 1</td>
<td>Phantom 2</td>
<td>PR 1</td>
<td>PR 2</td>
</tr>
<tr>
<td></td>
<td>Wet (South)</td>
<td>Dry (North)</td>
<td>Wet (South)</td>
<td>Dry (North)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Test 1</td>
<td>0.131</td>
<td>0.14</td>
<td>0.144</td>
<td>0.148</td>
<td>2.97</td>
<td>2.85</td>
</tr>
<tr>
<td>Test 2</td>
<td>0.203</td>
<td>0.234</td>
<td>0.219</td>
<td>0.242</td>
<td>4.63</td>
<td>4.77</td>
</tr>
<tr>
<td>Test 3</td>
<td>0.304</td>
<td>0.353</td>
<td>0.342</td>
<td>0.352</td>
<td>7.2</td>
<td>6.85</td>
</tr>
<tr>
<td>Test 4</td>
<td>0.138</td>
<td>0.146</td>
<td>0.131</td>
<td>0.147</td>
<td>2.99</td>
<td>2.82</td>
</tr>
<tr>
<td>Test 5</td>
<td>0.306</td>
<td>0.321</td>
<td>0.325</td>
<td>0.313</td>
<td>6.67</td>
<td>7.43</td>
</tr>
<tr>
<td>Test 6</td>
<td>1.28</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>Clipped</td>
<td>Clipped</td>
</tr>
</tbody>
</table>

Table 5: Displacement and Reflected Pressure Experimental Results
Table 6 shows that the wet samples exhibited close to half the initial forward and reverse acceleration as the dry samples. This makes sense due to the added mass of water in the wet samples requiring more energy for movement.

<table>
<thead>
<tr>
<th>Test</th>
<th>Distance (ft)</th>
<th>G’s Wet</th>
<th>G’s Dry</th>
<th>Impulse 1 (psi s)</th>
<th>Impulse 2 (psi s)</th>
<th>Avg Impulse (psi s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>45</td>
<td>117.47</td>
<td>212.3</td>
<td>2.75E-03</td>
<td>2.70E-03</td>
<td>0.002724</td>
</tr>
<tr>
<td>2</td>
<td>35</td>
<td>183.7</td>
<td>296</td>
<td>3.58E-03</td>
<td>3.89E-03</td>
<td>0.003738</td>
</tr>
<tr>
<td>3</td>
<td>25</td>
<td>298.51</td>
<td>442.32</td>
<td>5.23E-03</td>
<td>5.46E-03</td>
<td>0.005345</td>
</tr>
<tr>
<td>4</td>
<td>45</td>
<td>162.43</td>
<td>222.68</td>
<td>2.90E-03</td>
<td>2.74E-03</td>
<td>0.002819</td>
</tr>
<tr>
<td>5</td>
<td>25</td>
<td>380.75</td>
<td>593.64</td>
<td>5.27E-03</td>
<td>5.43E-03</td>
<td>0.0053495</td>
</tr>
<tr>
<td>6</td>
<td>15</td>
<td>850.6</td>
<td>1212.44</td>
<td>9.53E-03</td>
<td>9.74E-03</td>
<td>0.009635</td>
</tr>
</tbody>
</table>

Table 6: Impulsive Loading and Initial G’s of the Samples Experimental Results

Table 6 also lists the initial impulses (lb*s) during the tests calculated by integrating the reflected pressure curves from the pressure sensors on the test set up. This data was used to calculate the impulse velocity (s) [reference] with the equation:

\[ V = \frac{I}{\rho H} \]  
\[ \text{(eq. 70)} \]

\[ V = \text{Impulse Velocity (s)} \]

\[ \rho = \text{Material Density (lb/in}^3\text{)} \]
H = Sample Thickness.

The impulse velocities are listed in Table 7 below:

<table>
<thead>
<tr>
<th>Test</th>
<th>Impulse Velocity Wet (s)</th>
<th>Impulse Velocity Dry (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>8.2937</td>
<td>20.2103</td>
</tr>
<tr>
<td>2</td>
<td>11.3811</td>
<td>27.7335</td>
</tr>
<tr>
<td>3</td>
<td>16.2739</td>
<td>39.6564</td>
</tr>
<tr>
<td>4</td>
<td>8.5830</td>
<td>20.9151</td>
</tr>
<tr>
<td>5</td>
<td>16.2876</td>
<td>39.6898</td>
</tr>
<tr>
<td>6</td>
<td>29.3356</td>
<td>71.4854</td>
</tr>
</tbody>
</table>

Table 7: Impulse Velocities

These values were needed in order to calculate a theoretical displacement of the samples to compare to the experimental values.

Next the plastic collapse moment of the samples had to be calculated from the equation [ref.].

\[ M_o = \frac{\sigma_o H^2}{4} \]  
(eq. 71)

\( M_o \) = Plastic Collapse Moment
\( \sigma_0 = \text{Material Yield Stress} \)

The approximate material yield stress at the high impulse loading rates of the dry and wet samples were back calculated from the following equations as 1750 psi for the dry samples and 800 psi for the wet samples.

The non dimensional initial kinetic energy (Table 6) was calculated from the following equation [ref.]:

\[
\lambda = \frac{\mu V^2 R^2}{M_o H} \quad \text{(eq. 72)}
\]

\( \lambda = \text{Non-Dimensional Initial Kinetic Energy} \)

\( R = \text{Mass Per Unit Area (slugs/in}^2) \)

<table>
<thead>
<tr>
<th>Test</th>
<th>Non Dimensional Initial Kinetic Energy Wet</th>
<th>Non Dimensional Initial Kinetic Energy Dry</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.8238</td>
<td>4.0961</td>
</tr>
<tr>
<td>2</td>
<td>3.4345</td>
<td>7.7133</td>
</tr>
<tr>
<td>3</td>
<td>7.0223</td>
<td>15.7711</td>
</tr>
<tr>
<td>4</td>
<td>1.9533</td>
<td>4.3868</td>
</tr>
<tr>
<td>5</td>
<td>7.0341</td>
<td>15.7976</td>
</tr>
<tr>
<td>6</td>
<td>22.8186</td>
<td>51.2472</td>
</tr>
</tbody>
</table>

Table 8: Initial Kinetic Energy

The initial theoretical displacement (Table 7) was then calculated from:
\[ W_f = \frac{H(0.84)\lambda}{12} \quad \text{(eq. 73)} \]

\( W_f \) = Maximum Initial Displacement of the Center Point of the Sample Face

<table>
<thead>
<tr>
<th>Test</th>
<th>Initial Theoretical Displacement Wet (in)</th>
<th>Initial Theoretical Displacement Dry (in)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.0638</td>
<td>0.1433</td>
</tr>
<tr>
<td>2</td>
<td>0.1202</td>
<td>0.2699</td>
</tr>
<tr>
<td>3</td>
<td>0.2457</td>
<td>0.5519</td>
</tr>
<tr>
<td>4</td>
<td>0.0683</td>
<td>0.1535</td>
</tr>
<tr>
<td>5</td>
<td>0.2461</td>
<td>0.5529</td>
</tr>
<tr>
<td>6</td>
<td>0.7986</td>
<td>1.7936</td>
</tr>
</tbody>
</table>

Table 9: Theoretical Maximum Displacement

Tables 9 and 10 assume a yield stresses of 1.4 psi for the samples at the high impulsive velocities in Table 5.
<table>
<thead>
<tr>
<th></th>
<th>Mass/Unit Area (slug/in²)</th>
<th>Test 1 Deflection (in)</th>
<th>Test 2 Deflection (in)</th>
<th>Test 3 Deflection (in)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Experimental Dry</strong></td>
<td>1.12E-05</td>
<td>0.14</td>
<td>0.234</td>
<td>0.353</td>
</tr>
<tr>
<td><strong>Experimental Wet</strong></td>
<td>2.97E-05</td>
<td>0.131</td>
<td>0.203</td>
<td>0.304</td>
</tr>
<tr>
<td><strong>Theoretical Dry</strong></td>
<td>1.12E-05</td>
<td>0.1434</td>
<td>0.27</td>
<td>0.552</td>
</tr>
<tr>
<td><strong>Theoretical Wet</strong></td>
<td>2.97E-05</td>
<td>0.0638</td>
<td>0.1202</td>
<td>0.2458</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Mass/Unit Area (slug/in²)</th>
<th>Test 4 Deflection (in)</th>
<th>Test 5 Deflection (in)</th>
<th>Test 6 Deflection (in)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Experimental Dry</strong></td>
<td>1.12E-05</td>
<td>0.146</td>
<td>0.321</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Experimental Wet</strong></td>
<td>2.97E-05</td>
<td>0.138</td>
<td>0.306</td>
<td>1.28</td>
</tr>
<tr>
<td><strong>Theoretical Dry</strong></td>
<td>1.12E-05</td>
<td>0.1535</td>
<td>0.5529</td>
<td>1.7937</td>
</tr>
<tr>
<td><strong>Theoretical Wet</strong></td>
<td>2.97E-05</td>
<td>0.0684</td>
<td>0.2462</td>
<td>0.7987</td>
</tr>
</tbody>
</table>

Table 10: Experimental and Theoretical Deflections Compared

The data in Table 10 is plotted out for each test in the next six graphs. It can be seen that using a yield of 1.4 psi for the dry samples gives a close comparative theoretical displacement to the experimental values but not as close for the wet samples. Figures 70-75 plot the theoretical and experimental displacements of the samples vs. the mass of the samples.
To have the wet samples theoretical deflection come close to the experimental values the wet samples would have to exhibit a yield stress at approximately 0.85 psi. This would
give results with more error for the dry samples. This would give theoretical displacements of:

<table>
<thead>
<tr>
<th>Test</th>
<th>Initial Theoretical Displacement Wet (in)</th>
<th>Initial Theoretical Displacement Dry (in)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.1051</td>
<td>0.2361</td>
</tr>
<tr>
<td>2</td>
<td>0.1979</td>
<td>0.4446</td>
</tr>
<tr>
<td>3</td>
<td>0.4048</td>
<td>0.9091</td>
</tr>
<tr>
<td>4</td>
<td>0.1126</td>
<td>0.2528</td>
</tr>
<tr>
<td>5</td>
<td>0.4054</td>
<td>0.9106</td>
</tr>
<tr>
<td>6</td>
<td>1.3154</td>
<td>2.9542</td>
</tr>
</tbody>
</table>

Table 11: Theoretical Deflections at 0.85 psi Yield Stress

3.2 Split Hopkinson Bar Results

Figure (x) below show examples of the incident, reflected, and transmitted pulses as seen in DIAdem.
Below are the velocities for each of the tank pressures, the wave pulse period, the wave pulse frequency, and the wave velocity from the incident wave.

10 psi = 20 ft/s, +/- 2 ft/s
15 psi = 44 ft/s, +/- 3 ft/s
20 psi = 60 ft/s, +/- 4 ft/s

Wave Pulse Period = 195e-6 s
Frequency = 5.128 kHz
Wave velocity = 4896 m/s
3.2.1 Split Hopkinson Bar Data Plots

Figure 77: Strain vs. Time Test 1 10psi Dry
Figure 78: Stress vs. Time Test 1 10psi Dry
Figure 79: Stress vs. Strain Test #1 10psi Dry
Figure 80: Modulus vs. Time Test #1 10psi Dry
Figure 81: Modulus vs. Strain Rate Test #1 10psi Dry

Figure 82: Strain vs. Time Test 6 10psi Wet
Figure 83: Stress vs. Time Test 6 10psi Wet

Figure 84: Stress vs. Strain Test #6 10psi Wet
Figure 85: Modulus vs. Time Test #6 10psi Wet

Figure 86: Modulus vs. Strain Rate Test #6 10psi Wet

Figure 87: Strain vs. Time Test 13 15psi Dry
Figure 88: Stress vs. Time Test 13 15psi Dry
Figure 89: Stress vs. Strain Test #13 15psi Dry

Figure 90: Modulus vs. Time Test #13 15psi Dry

Figure 91: Modulus vs. Strain Rate Test #13 15psi Dry
Figure 92: Strain vs. Time Test 16 15psi Wet
Figure 93: Stress vs. Time Test 16 15psi Wet

Figure 94: Stress vs. Strain Test #16 15psi Wet

Figure 95: Modulus vs. Time Test #16 15psi Wet
Figure 96: Modulus vs. Strain Rate Test #16 15psi Wet

Figure 97: Strain vs. Time Test 12 20psi Dry - Figure 98: Stress vs. Time Test 12 20psi Dry

Figure 99: Stress vs. Strain 12

Figure 99: Stress vs. Time Test #12 20psi Dry
Figure 100: Modulus vs. Time Test #12 20psi Dry

Figure 101: Modulus vs. Strain Rate Test #12 20psi Dry

Figure 102: Strain vs. Time Test 17 20psi Wet
Figure 103: Stress vs. Time Test 17 20psi Wet
Figure 104: Stress vs. Strain Test #17 20psi Wet

Figure 105: Modulus vs. Time Test #17 20psi Wet

Figure 106: Modulus vs. Strain Rate Test #17 20psi Wet
Below are examples of the plotted data from the various tests. The top two plots are the strain gages. The next two plots are the light sensors, and the bottom plot is the pressure sensor.

Figure 107: Example DIAadem Label the plots-1

Figure 108: Example DIAadem Label the plots-2
The maximum value results from the Split Hopkinson Bar tests are shown in the table below.

<table>
<thead>
<tr>
<th>Test #</th>
<th>Sample</th>
<th>Modulus (Mpa)</th>
<th>strain rate (/s)</th>
<th>Tank Pressure (psi)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>dry</td>
<td>2.25</td>
<td>1088</td>
<td>10</td>
</tr>
<tr>
<td>2</td>
<td>dry</td>
<td>2.53</td>
<td>1101</td>
<td>10</td>
</tr>
<tr>
<td>3</td>
<td>dry</td>
<td>2.33</td>
<td>1078</td>
<td>10</td>
</tr>
<tr>
<td>4</td>
<td>dry</td>
<td>2.84</td>
<td>1086</td>
<td>10</td>
</tr>
<tr>
<td>5</td>
<td>dry</td>
<td>2.13</td>
<td>1088</td>
<td>10</td>
</tr>
<tr>
<td>6</td>
<td>wet</td>
<td>132</td>
<td>1538</td>
<td>10</td>
</tr>
<tr>
<td>7</td>
<td>wet</td>
<td>130</td>
<td>1523</td>
<td>10</td>
</tr>
<tr>
<td>8</td>
<td>wet</td>
<td>128</td>
<td>1532</td>
<td>10</td>
</tr>
<tr>
<td>9</td>
<td>wet</td>
<td>134</td>
<td>1567</td>
<td>10</td>
</tr>
<tr>
<td>10</td>
<td>wet</td>
<td>133</td>
<td>1525</td>
<td>10</td>
</tr>
<tr>
<td>11</td>
<td>dry</td>
<td>21.3</td>
<td>2341</td>
<td>15</td>
</tr>
<tr>
<td>12</td>
<td>dry</td>
<td>148</td>
<td>1687</td>
<td>20</td>
</tr>
<tr>
<td>13</td>
<td>dry</td>
<td>20.9</td>
<td>2461</td>
<td>15</td>
</tr>
<tr>
<td>14</td>
<td>dry</td>
<td>22.6</td>
<td>2511</td>
<td>15</td>
</tr>
<tr>
<td>15</td>
<td>dry</td>
<td>19.8</td>
<td>2437</td>
<td>15</td>
</tr>
<tr>
<td>16</td>
<td>wet</td>
<td>332</td>
<td>1687</td>
<td>15</td>
</tr>
<tr>
<td>17</td>
<td>wet</td>
<td>583</td>
<td>1937</td>
<td>20</td>
</tr>
<tr>
<td>18</td>
<td>wet</td>
<td>327</td>
<td>1701</td>
<td>15</td>
</tr>
<tr>
<td>19</td>
<td>wet</td>
<td>341</td>
<td>1665</td>
<td>15</td>
</tr>
<tr>
<td>20</td>
<td>wet</td>
<td>311</td>
<td>1623</td>
<td>15</td>
</tr>
</tbody>
</table>

Table 11: Maximum Value Results from the Split Hopkinson Bar Tests
From the above table it can be seen that the wet samples have a consistently greater modulus than the dry samples. The wet samples modulus is increasingly higher than the wet samples as the strain rate increases. The dry samples have a slower strain rate at 10 psi but as the pressure is increased, (the impact velocity), the wet samples have a slower
strain rate than the dry samples. The strain in the dry samples quickly increase to 30% strain by 15 psi, while the wet samples take until 20 psi to show the same strain.

The wet samples tested at 15 psi had their lexel stick to the input and output bars but they did not fail.

The samples tested at 20 psi all showed signs of failure, but the lexell remained intact. Higher strain and strain rate tests previously carried out showed definite signs of material failure. 20 psi was the maximum pressure that could be used before the strain gage solder connections would detach because nylon was the least impedance wave shaper material that could be used while still being able to make out the incident and reflected waves in the input bar.
3.3 AUTODYN Results

The results from the Split Hopkinson Bar tests were used in AUTODYN to simulate the air blast testing. Below is the table of the results from AUTODYN compared to the results from the EMRTC testing.
<table>
<thead>
<tr>
<th>Standoff distance (ft)</th>
<th>Deflection AUTODYN wet (in)</th>
<th>Deflection experimental wet (in)</th>
<th>% Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>0.336</td>
<td>0.306</td>
<td>9.803921569</td>
</tr>
<tr>
<td>25</td>
<td>0.336</td>
<td>0.304</td>
<td>10.52631579</td>
</tr>
<tr>
<td>35</td>
<td>0.231</td>
<td>0.203</td>
<td>13.79310345</td>
</tr>
<tr>
<td>35</td>
<td>0.231</td>
<td>0.203</td>
<td>13.79310345</td>
</tr>
<tr>
<td>45</td>
<td>0.138</td>
<td>0.138</td>
<td>0</td>
</tr>
<tr>
<td>45</td>
<td>0.138</td>
<td>0.131</td>
<td>5.34351145</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Standoff distance (ft)</th>
<th>Deflection AUTODYN dry (in)</th>
<th>Deflection experimental dry (in)</th>
<th>% Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>0.367</td>
<td>0.321</td>
<td>14.33021807</td>
</tr>
<tr>
<td>25</td>
<td>0.367</td>
<td>0.353</td>
<td>3.966005666</td>
</tr>
<tr>
<td>35</td>
<td>0.245</td>
<td>0.234</td>
<td>4.700854701</td>
</tr>
<tr>
<td>35</td>
<td>0.245</td>
<td>0.234</td>
<td>4.700854701</td>
</tr>
<tr>
<td>45</td>
<td>0.151</td>
<td>0.146</td>
<td>3.424657534</td>
</tr>
<tr>
<td>45</td>
<td>0.151</td>
<td>0.14</td>
<td>7.857142857</td>
</tr>
</tbody>
</table>

Table 12: Results from AUTODYN Compared to the Results from the EMRTC Testing
These results are plotted in the following figure.

Figure 113: AUTODYN vs. Experimental Results % Difference

Figure 114: AUTODYN vs. Experimental Displacements
As can be seen from the figure above the AUTODYN model was very close at large standoff distances. The smaller the standoff distance the more discrepancy there is between the experimental and modeled. Also, the model for the dry samples stayed reasonably close throughout, while the wet samples had more discrepancy at closer standoff distances. In both the wet and dry samples the AUTODYN model showed a larger increase in deflection as the standoff distance was lessened than the experimental results showed. This is very apparent in the comparison of the experimental wet samples and the AUTODYN wet samples. In both AUTODYN and the experiments the samples did not fail.

**Conclusion**

We expected that the dry samples would have the most amount of deflection due to having less mass than the wet samples and therefore exhibiting more initial acceleration to accommodate the same amount of load as the wet samples. Table 10 shows that the experimental and theoretical data agreed with this assumption except for the camera data from test 5 (Table 5). This error was due to a slight delaminating of the accelerometer from the wet sample during test number 4.

We expected the dome shaped samples to deflect more than the flat samples due to more surface area exposed to the impulsive load. At first glance Table 7 seems to show that the domed samples do deflect more than the flat samples. A couple of things needed to be considered. The impulse data for the dome shaped samples is slightly higher than the
same for the flat samples. Also, the dome shaped samples inherently have more surface area than the flat samples [59]. Combining equations 60 through 66 yields:

\[
W_f = \frac{(0.28)\mu t^2 R^2}{\rho H^4 \sigma_o} \quad \text{(eq. 74)}
\]

Equation 74 shows that the impulse and radius have squared influence on the deflection of the sample. Table 9 below shows that the dome shaped samples actually were slightly more efficient in resisting deflection than the flat samples.

<table>
<thead>
<tr>
<th>Tests</th>
<th>Theoretical Ratio of Deflection With Different Impulses and Different Surface Areas (Dome Shaped/Flat)</th>
<th>Experimental Difference of Deflection (Dome Shaped/Flat)</th>
<th>Experimental/Theoretical</th>
<th>Dome Shaped Comparative Efficiency (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4/1</td>
<td>1.09979</td>
<td>1.05344</td>
<td>0.957856</td>
<td>+4.2</td>
</tr>
<tr>
<td>Wet</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4/1 Dry</td>
<td>1.1279</td>
<td>1.04286</td>
<td>0.924603</td>
<td>+7.5</td>
</tr>
<tr>
<td>5/3</td>
<td>1.02879</td>
<td>1.00658</td>
<td>0.978412</td>
<td>+2.2</td>
</tr>
<tr>
<td>Wet</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5/3 Dry</td>
<td>1.05492</td>
<td>0.909348</td>
<td>0.862007</td>
<td>+13.8</td>
</tr>
</tbody>
</table>

Table 13: Efficiency Difference of Dome Shaped Samples from Flat Samples for Deflection
This must be due to the dome shape and the added surface area of the dome shaped samples absorbing or deflecting more energy than the flat samples. This shape factor will have to be studied more in depth in the future to analyze its magnitude of affect on energy absorption.

Previous static indentation testing led to an assumption of a possible softening affect of the water on the foam material itself (Figure 115).

![Stress (Pa) vs. strain diagram figure](image)

**Figure 115:** Stress (Pa) vs. strain diagram ½ in Plate Under Cylinder, Area Difference is 19%

As shown in Figure 34, the stress vs. strain curve from 0 to 0.01 strain shows a lower modulus for the wet sample at this low strain rate. This is shown by the smaller slope for the wet sample. Interestingly enough this softening affect was not observed in these series of blast loading tests.
Table 10 assumes that the yield stress of both the wet and dry samples is 1.4 psi. This closely agrees with the deflections experimentally observed for the dry samples (Table 5). The given values of the compressive yield stress for the sample material range from ~4 psi to ~8 psi [30]. The model used to calculate the theoretical displacements in the circular plate section of this paper is not valid for visco-elastic materials, but it does yield a close value to the book value for the dry material and was the starting point to modeling the polyurethane foam [30].

For the wet samples to have close to experimentally observed values they would have to exhibit a yield stress of ~0.85 psi according to the model used in this paper (Table 11). Figures 28 through 33 also show that the wet samples exhibited more deflection than the theoretical model yield value of 1.4 psi would allow for. The ratio of dry to wet yield strength in the test shown in Figure 34 is ~1.67. The ratio of dry to wet yield strength in this test is ~1.65. This shows that there is an affect of the water on the foam material. This softening affect will also have to be further studied in the future to determine the actual magnitude of it’s affect on the foams material properties.

The Split Hopkinson bar tests showed less increase in modulus in the dry samples more deflection at higher strain rates, but the modulus were much greater than those initially calculated with not taking the porous structure into account. The wet samples showed greater increase in modulus and less increase in deflection at higher strain rates. The wet samples also showed more that 10 times the modulus than the dry samples with only 75% of the strain. Yet, the wet samples still showed 80-90% of the deflection that the dry
samples experienced. The Split Hopkinson Bar strain rates were within 10-20% of the experimental strain rates, but the Split Hopkinson Bar strains were compressive while the experimental strains were compressive to the face facing the blast and tensile perpendicular to the shock wave acting on the face of the samples. Due to the close AUTODYN results, this did not seem to have a great affect on the results.

From these experiments it can be said that, while it would add 700% mass to the foam, the wet foam has a consistently much higher modulus with less strain under blast loading conditions. The difference in foam thickness also had minimal affects on this property. This could lead to a much better energy absorbing and strong material to be used for protection from blast loading. It has been shown that foams can be used for protection against impacts, but the foams would be much more affective if the pores were filled with water. This could be used for protection of buildings, military vehicles, and possibly personnel armor. Future work may show that this composite could also be used for a wide range of applications.

5. Future Work

1. These experiments were carried out in small numbers. To better characterize this composite longer and more numerous series of tests would need to be conducted.

2. The ball rebound test described in this paper should be conducted to keep the loading in the same general tensile manner that was experienced during the blast testing.
3. The Split Hopkinson Bar apparatus could be improved on by lengthening the input and output bars. This would allow for more plastic deformable wave shapers, which would allow for higher strain rate tests due to the longer rise time in the incident waves. This would also allow for thicker samples to be tested while still generating transmission waves that would be visible over the noise in the instrumentation.

4. A data acquisition system capable of higher sample rates should be purchased to better sample the wave history through the input and output bars of the Split Hopkinson Bar apparatus.

5. Heat and noise absorption test should be run at more extent to better characterize the absorptive properties of this material.

6. Once the material characteristics are better tested the composite and foam should be tested against each other while placed between rigid plates such as aluminum and steel. The testing should focus on impact and blast loading situations. This would possibly add to the materials potential uses.
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7. Appendix A, Data Plots from the EMRTC Testing

Figure 116: Test 1 displacement wet flat sample EMRTC

Figure 117: Test 1 displacement flat dry sample EMRTC

Figure 118: Test 1 reflected pressure top EMRTC
Figure 119: Test 1 reflected pressure bottom EMRTC

Figure 120: Test 2 displacement wet flat sample EMRTC

Figure 121: Test 2 displacement flat dry sample EMRTC
Figure 122: Test 2 reflected pressure top EMRTC

Figure 123: Test 2 reflected pressure bottom EMRTC

Figure 124: Test 3 displacement flat wet sample EMRTC
Figure 125: Test 3 displacement flat dry sample EMRTC

Figure 126: Test 3 reflected pressure top EMRTC

Figure 127: Test 3 reflected pressure bottom EMRTC
Figure 128: Test 4 displacement domed wet sample EMRTC

Figure 129: Test 4 displacement domed dry sample EMRTC

Figure 130: Test 4 reflected pressure top EMRTC
Figure 131: Test 4 reflected pressure bottom EMRTC

Figure 132: Test 5 displacement domed wet sample EMRTC

Figure 133: Test 5 displacement domed dry sample EMRTC
Figure 134: Test 5 reflected pressure top EMRTC

Figure 135: Test 5 reflected pressure bottom EMRTC

Figure 136: Test 6 displacement domed wet sample EMRTC
Figure 137: Test 6 displacement domed dry sample EMRTC

Figure 138: Test 6 reflected pressure top EMRTC

Figure 139: Test 6 reflected pressure bottom EMRTC
Figure 140: Test 1 G’s flat wet sample EMRTC

Figure 141: Test 1 G’s flat dry sample EMRTC

Figure 142: Test 2 G’s flat wet sample EMRTC
Figure 143: Test 2 G’s flat dry sample EMRTC

Figure 144: Test 3 G’s flat wet sample EMRTC

Figure 145: Test 3 G’s flat dry sample EMRTC
Figure 146: Test 4 G’s domed wet sample EMRTC

Figure 147: Test 4 G’s domed dry sample EMRTC

Figure 148: Test 5 G’s domed wet sample EMRTC
Figure 149: Test 5 G’s domed dry sample EMRTC

Figure 150: Test 6 G’s domed wet sample EMRTC

Figure 151: Test 6 G’s domed dry sample EMRTC
**Figure 152**: Test 1 impulse top EMRTC

**Figure 153**: Test 1 impulse bottom EMRTC

**Figure 154**: Test 2 impulse top EMRTC
Figure 155: Test 2 impulse bottom EMRTC

Figure 156: Test 3 impulse top EMRTC

Figure 157: Test 3 impulse bottom EMRTC
Figure 158: Test 4 impulse top EMRTC

Figure 159: Test 4 impulse bottom EMRTC

Figure 160: Test 5 impulse top EMRTC
Figure 161: Test 5 impulse bottom EMRTC

Figure 162: Test 6 impulse top EMRTC

Figure 163: Test 6 impulse bottom EMRTC